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Chapter 1

Introduction

The evolution of the Earth in particular and the universe in general Bag&ted human beings since
ages. The study of material properties of the Earth dates back to ar@0n8.G in ancient Greece.
Since then attempt has been made to understand the physical procggss=snmginside and around
the Earth. In the present thesis, we attempt on extending this knowledggthisoretical tools widely

used in the physical sciences community.

Inner core

Ouiter core
Mantle
Crust

5 lo 25 miles
{Bto 40 kilometers)

Figure 1.1 Interior of the Earth. Adapted from [1]
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1.1 Structure of the Earth

The internal structure of the Earth is revealed primarily by compressioamasv(primary waves or P
waves) and shear waves (secondary or S waves) that pass thineyganet in response to earthquakes.
Seismic wave velocities vary with pressure(depth), temperature, mineratagyical composition and
degree of partial melting. Three first order seismic discontinuities divid&énth into crust, mantle
and core(see Fig. 1.1).

The major regions of the Earth can be summarized as follows:

1.Crust- Crust is the outermost solid shell of the Earth, which is chemically distineh filwe
underlying mantle. There are two different types of crust: thin oceanist that underlies the ocean
basins and thicker continental crust that underlies the continents. Tweddifferent types of crust
are made up of different types of rock. The thin oceanic crust is coaappsmarily of basalt and the
thicker continental crust is composed primarily of granite. The low densithethick continental
crust allows it to "float" in high relief on the much higher density mantle below.

2. Mantle - Earth’s mantle is beleived to be composed mainly of olivine-rich rock. dtdiéierent
temperatures at different depths. The temperature is lowest immediatebthé&mecrust and increases
with increasing depth. The highest temperatures occur where the mantleainatér contact with
the heat-producing core. This steady increase of temperature with ddgtbvis as the geothermal
gradient. The geothermal gradient is responsible for different retlatiors and the different rock
behaviors are used to divide the mantle into two different zones. Rocke impiper mantle are cool
and brittle, while rocks in the lower mantle are hot and soft (but not moltemjk&in the upper mantle
are brittle enough to break under stress and produce earthquakelss iRghe lower mantle, on the
other hand, are soft and flow when subjected to forces instead dibgeal' he lower limit of brittle
behavior is the boundary between the upper and lower mantle.

3.Core - Earth’s Core is composed mainly of iron and nickel alloy. This compositiosssraed
based upon calculations of its density and upon the fact that many metewtiied @re thought to be

portions of the interior of a planetary body) are iron-nickel alloys. €lae three main sources of heat
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in the deep Earth: (1) heat from when the planet formed and accreléch tvas not yet been lost; (2)
frictional heating, caused by denser core material sinking to the centee pfanet; and (3) heat from
the decay of radioactive elements. Hence the core is the Earth’s sdunternal heat.

The core is divided into two different zones. The outer core is a liquidusecthe temperatures
there are adequate to melt the iron-nickel alloy. However, the inner caeddid even though its
temperature is higher than the outer core. Here, tremendous presaheced by the weight of the
overlying rocks is strong enough to crowd the atoms tightly together aneémisethe liquid state.

In this thesis, we focus primarily on minerals found in the Earth’s upper mantle.

1.2 Mineralogy of the Mantle

The silicate minerals make up the largest and most important class of raukafpminerals in the
mantle. Silicate rocks may belong to any of the three major classes: igheowsd®dy cooling and
solidification of magma or lava), sedimentary(formed by sedimentation of materialse Earth’s
surface and beneath water) and metamorphic(formed due to transforroitinrexisting rock of any
type).

All silicates have the following general features:

1. The SiQ tetrahedron invariably and inadvertently forms the basic structural uningrath
silicates as shown in the centre of Fig. 1.2.

2. The different silicate types arise from the different ways in which the silicoygen tetrahedra
in a given structure are related to each other. The rule that the tetrateedshare corners only, and not
sides or edges has been found to be universally true, consequenttialtedra can have one oxygen
in common between them. However every oxygen of a given tetrahedra enslyaoed with another
tetrahedra.

3. Since the oxygen atoms are usually the largest in the structure as givea ioyitradii, these
atoms are chiefly responsible for the size of the unit cell. From this it folloatstlie number of oxygen

atoms in the silicate is highly important.
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4. There are characteristic ways in which the tetrahedra have been towodhbine in silicates,
and these ways of linkages are comparatively few in number. If the telr@bee not combined to each
other, the composition of the silicate is Si@pe, if all the corners are shared with other tetrahedra,
the composition is Si@type. Other relations yield intermediate type(see Fig. 1.2). The list is given

below:

INO(SINGLE) SILICATE
{yro::ene}

SORO SILICATE o€
(epidote, melilite) INO(DOUBLE) SILICATE
r (Amphibole)

. /B /__

! : TECTO(FRAME WORK)
{YCLORNGSLCATE  liCATe relspar uane ¥ 3
F PHYLLO SILICATE (Mica)

Figure 1.2 Different ways in which the Si-O tetrahedral units may be interconnected in min
erals. [2]

(a) Three dimensional network (silica type) : All the tetrahedra share comigh other tetrahedra
giving a three-dimensional network. Silica, in any of its modifications, bedaadghe category of this
linkage, which results in a composition of SiO

(b) The sheet structure(phyllo-silicate) : This structure is obtained whethégira are placed all in
one plane with each tetrahedron being joined to other tetrahedra with threg lgiog in the common

plane. An indefinite extension of this linkage produces a hexagonal rieiwthe plane. The example
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of silicate minerals with this structure is mica, with composition ofCsi

(c1) The chain structure(lono-silicate) : In this structugQ, tetrahedra join together to form
chains of infinite extent. There are several modifications of this structeldijyg somewhat different
compositions.(i) a single chain, one long linkage of tetrahedra of indefinigmegroducing a compo-
sition of SiG; as in pyroxenes (ii) Di-silicate giving a composition 0£Sj; as in the amphiboles. (iii)
A sort of triple chain, with some modifications, yieldinggSs compositions.

(c2)Ring structure(Cyclo-silicate) : Two of the tetrahedral units are cofmaesl, as in the chains,
but instead of extending indefinitely in one direction the chains make closedaira ring like struc-
ture. Benitoite with §Og ring and Beryl with S§O1g ring are typical examples.

(d) Double Tetrahedra structure(Soro-silicate) : These structures ariseo tetrahedra sharing
a common oxygen between them. The resulting composition,{8,3ind examples are thortvietite,
melilite etc.

(e) Independent tetrahedral groups(Orthosilicate)- In this silicate type obthe tetrahedra shares
corner with each other. The resultant composition is;%Qd the example is olivine.

The main minerals in the upper mantle are olivine, pyroxene and garnete Tiaerals are only
stable over a limited range of pressure and temperature. As pressureeasiet the atoms re-arrange
themselves and ultimately a new arrangement of atoms is energetically moraliayarsually with
denser packing. The mineralogy of the mantle therefore changes with dieptto solid-solid phase
changes. The elastic property and density of the mantle are primarily codtbglldhe proportions of
the above minerals or their high pressure equivalents. To a lesser thagmbperties depend on the
composition of the individual minerals.

The following gives a brief description of the three most common minerals in &nén'E upper
mantle:

Olivine - Olivine and its high pressure structural variants constitute over 50%edgdinth’s upper
mantle. It is one of Earth’s most common mineral by volume. Olivine gets its naoneifs typical
olive green color(see Fig. 1.3). In addition to being one of the most commoerahion the Earth’s

crust, it is also found in Mars, moon and meteorites. The spectral signatmi@/ines have been
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I

Figure 1.3 Olivine crystal showing its characteristic olive green color.

found in the dust discs around young stars. Tails of comets also shairadpsgnature of olivine.
Olivines have a general chemical formula®0,, where M refers to a metal cation such as Mg, Fe,
Mn, Ni etc. As mentioned, they are neso-silicates, i.e, the, &@ahedral units in the olivine crystal
are isolated from each other. The most abundant olivines are magnesiuoiivines where M cation

is either Mg or Fe. The ratio of Mg and Fe varies between the two end memioies solid solution
series: forsterite(MghiO,) and fayalite(FgSiO4). Compositions of olivine are generally expressed
in terms of molar fraction of forsterite and fayalite(eg, FO70Fa30). Fatestieas a very high melting
temperature (190C), whereas fayalite has a comparatively lower melting temperature of C280
atmospheric pressure. Olivine incorporates very minor amount of okleeats such as Ni, Ca etc.
in addition to magnesium, iron, silicon and oxygen. They are found to ocawaiitc and ultramafic
igneous rocks and as a primary mineral in certain metamorphic rocks. Mglnate crystallizes from
magma that is rich is Mg and low in silica. Olivine and its high pressure struotargnts constitute
over 50% of the Earth’s upper mantle, and olivine is one of Earth’s mastumn mineral by volume.
The metamorphosis of some sedimentary rocks(such as dolomite) high in Nigntaso produce
Mg-rich olivine or forsterite. Fe-rich olivine is comparatively less commang occurs in igneous
rocks in small amounts in rare granites and rhyolites(volcanic rock rich irmgdi€) content) and

extremely Fe-rich olivine can exist stably with quartz. In contrast Mg-oiehnes do not occur stably
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with silica minerals. Mg-rich olivines are stable to a pressure upto 410 Kman&lEarth. Because it
is thought to be the most abundant mineral in the Earth’s mantle at the shatleptéis, the properties
of olivine have a dominant effect on the rheology of that part of thétand hence on the solid flows
that controls plate tectonics.

Pyroxene The name pyroxene comes from the Greek words for fire (pyro) sadger (xenos).
Pyroxenes were named this way because of their presence in volcaasc [Bvey are early-forming
minerals that crystallized before the lava erupted (see Fig. 1.4). As memti@iere, pyroxenes are
ionosilicates, i.e, chained silicates and may crystallize in both orthorhombic amabfivac form. They
are mostly found in igneous and metamorphic rocks. They have a geosrall&:Mx(SiOz),, where

M : Mg, Fe€#*, Ca, Na and rarely Zn, Mn, Li.

Figure 1.4 A Pyroxene crystal. The dark color shows higher Fe concentration.

Garnet - The name "garnet" comes from the 14th century Middle English word Gameaning
'dark red’(see Fig. 1.5). Garnet species are found in many colohsdimg) red, orange, yellow, green,
blue, purple, brown, black, pink and colorless. They have beenladpused over ages as gem-stone
and abrasive. Structurally they are neso-silicates, i.e, thg 8i@ahedral units are completely isolated
from each other, with a chemical formulaX,(SiO4)3 where X is usually occupied by divalent cations

and Y is usually occupied by tri-valent cations.
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Figure 1.5A Garnet crystal.

1.3 Overview of Thesis

The aim of the present thesis is to study the structural, electronic, magneétimeahanical properties
of the olivine and pyroxene silicate minerals using ab-initio and classical diomkgproach.

The following is an overview of the present thesis work:

* In the next chapter, the methodologies used for the present studybkaveelaborated on. It
involved first-principles density functional calculations as well as MorddeCsimulation of the

lattice gas model.

» Chapter 3 deals with the site preference of Fe in olivine and pyroxeian€s [7] and pyroxenes
[4] have two in-equivalent octahedral sites M1 and M2, which are tinéecwlers for hosting Fe
ion. OurT = OK study in the total-energy-minimized structures indicate a strong preference f
Fe to occupy M2 site in case of pyroxene and a preference for Fe tppddl site in case of
olivine. We provide the microscopic understanding of our finding in ternmdeofity of states

and charge densities.

* In Chapter 4, the effect of temperature on the site preference of Févineois discussed. It
has long been debated among various experimental groups [5, 6,,71@®, 21, 12, 13, 14, 15,

16, 17, 18] whether there is a cross-over of the cation partitioning lobg@ertain temperature.
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Here we present studies based on a combination of ab-initio electronitus&rand classical
Monte-Carlo(MC) techniques on this very problem of cross-over tboegartitioning in mixed
Fe-Mg olivines. Our MC scheme uses interactions derived out of ab-iisity functional
calculations carried out on experimentally reported crystal structure @ataresults show that

there is no reversal of the preference of Fe for M1 over M2 as dibumof temperature.

 In Chapter 5, our study on the structural, electronic and magnetic piegpef vacancy bearing
silicate mineral, F&5i0,4 using first principle density functional theory(DFT) is presented. Our
DFT simulated structure, which is compositionally close to naturally occurrirlguinite com-
pound [20] shows good agreement in the general trend in the chafggSi0, crystal structure
upon vacancy introduction. Our study shows that the introduction oihegoereates charge dis-
proportionation of Fe ions into Pé-like and Fé* like ions with a charge difference larger than
0.5, keeping the valences of other ions unaltered! Fgke ions are found to occupy octahedral
sites of specific symmetry while Fe-like occupy the other leading to charge ordering at zero

temperature. We have also studied the magnetic ordering of Fe ions.

* In Chapter 6, using a combination of First principles calculations and Moat® simulations,
we show that Fe containing silicates such as olivines naturally offer aevaydualizing tracks
left by diffusing vacancies. Fe in its 2+ and 3+ valence states preferdistiact cationic sites
in the olivine structure. Vacancies formed at cationic M sites, cause raigigl-e ions in their
normally occurring F&" state to change valency to¥e compensating for the charge imbalance
and reducing energy costs, consequently altering the local site pre¢éecé Fe. Once the va-
cancy diffuses away, Fe atoms remain stuck in their meta-stable locatiorcprgdmicroscopic
record of the vacancy’s trajectory. Our results may be verified usirfgregplution transmission

electron microscopy, combined with electron energy-loss spectroscopy.

» Chapter 7 includes summary and outlook of the present work.
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Chapter 2

Methodology

This chapter deals with the methodologies which form the basis of the compatagchniques used
in calculating various properties of the minerals presented in the thesis. r¥hedttion deals with
the theoretical framework of our quantum mechanical calculations. Thidlasvied by the details and

theory behind our classical simulation approach used in this thesis.

2.1 Electronic structure calculation

2.1.1 Many Body Hamiltonian

Matter is made out of atoms, and the atoms in turn are made out of a positivelyedhaucleus

and one or many negatively charged electrons, such that the needhaitge atom is zero. Matter
hence, irrespective of its state(phase) or dimensionality, may be casd@ea collection of interacting
electrons and ions. The exact theory for such a system is based orggbl many-body Schrodinger

equation of the form:

HW(R,r) =EY(R,ri) (2.1)

where:
E is the energy of the syste¥(R,,r;) is the many body wave-function that describes the state of the

13



14 Chapter 2 Methodology

systemR are the positions of ions; are the variables that describe the position of the electrons and

the HamiltoniarH is defined as follows:

H = Tn + Te+Vin+Vhe + Uee (2.2)

HereT, andT, represent the kinetic energy operators for the nuclei and electrspesatively.

ﬁZ

Tn:— TIVII

ﬁZ
Or%; Te=-% —0,2 (2.3)
2 2m,

m; - mass of ions anth.- mass of electrons.

Vinn represents the repulsive interaction between two ions positiorfigdsatdR;.

VAVAL=a
Vin= ———— 2.4
™= R Ry (2.4)
Vhe represents the attractive interaction between an iét) ahd an electron at
Z,€
Vie= ——— 2.5
ne |R| - r| ( )
Vee s the repulsive interaction between two electrong andr; respectively.
e
Van = 2.6
=t (2:6)

The above described Hamiltonian though exact in nature, is impossible tcesofrany degrees of

freedom are involved. This calls for the need for approximation.

2.1.2 The Born Oppenheimer Approximation

Since the nuclei are massive in size as compared to the electrons, wensigecdhe ions to move
slowly in space and the electrons responding instantaneously to its motioe Henmotion of the
ions and electrons can be separated and this is what is implied by Bormi@pper approximation

[1]. This can be mathematically formulated as :

W(R,ri,t) = ZhOn(Rt)Pp(RT) (2.7)
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here®(R,t) describes the evolution of the nuclear sub-systemd(Rir) are the electronic eigen-

states which satisfy the time-independent Schrodinger equation, given by

he®(R.1) = En(R)®n(R.1) (2.8)

where the electronic Hamiltonian
he = Te+Vhe+Uee=H — Th —Vinn (2.9)

Hence, to summarize, within this approximation, tevould have an explicit dependence on the

electronic degrees of freedom and the nuclei may be considerecfiozpace.

2.1.3 The electronic problem and the one electron picture

If one can solve the Schrodinger equation to obtain the wave fun@{&r), then this wave function
can in turn be used to calculate various properties of the system. But the robiam that one faces is
the difficulty in solving the Schrodinger equation. Exact analytical solutitheoSchrodinger equation
has been obtained for very few simple systems. On the other hand, the nfigutgtifvith numerical
solutions comes from the number of variables that one needs to handlee dree3N variable for a
wavefunction¥(rq,ro,....rN). Hence, a full specification of a single wave-function of neutral Fe is a
function of seventy-eight variables. If we want to tabulate (in a rath&dteeway) this function at 10
different values, the full tabulation would require’$@ntries. Undertaking such a huge calculation is
rather impossible. One therefore needs to resort to further approximeaftiovo different classes of
approximations/methods are carried out in this direction.

One class of methods is the wave-function based formalism, as propos¢attioge and Hartree-
Fock [2]. In the Hartree method, the basic assumption is that the many-eleesnee-function can
be written as a product of one electron orbitals. On the other hand in theekkkrock formalism a
comparatively more complicated wave-function obeying the Pauli's exclysiogiple is employed.

In both these methods, the energy E, given by:
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E=<®H|P> (2.10)

is variationally minimized using the corresponding wave-functions.

In the second approach the properties of many-electron system ammexkso be determined
using the spatially dependent electronic densities. One of the earliestteadensity functional
schemes for solving the many-electron problem was proposed by Thomw&&eami(1927) [3] prior to
Hartree(1928) and Hartree-Fock(1930) theories. In this model, the@hedensity of non-interacting
homogeneous gas is the central variable. But it suffered from vad@vgbacks. The largest source
of error was in the representation of kinetic energy, followed by the ®iroexchange energy, and
the error incorporated due to the complete neglect of electron correldtidid not predict bonding
between atoms, so molecules and solids cannot form in this theory.

Much later, in 1964 Hohenberg and Kohn [4] proved that it was indesdiple to develop an exact
theory for many particle systems in terms of ground state single particle delwsit, &hey proposed
two remarkably strong theorems:

Theoreml : There is a one-to-one correspondence between thelgtatm density of a N electron
system and the external potential acting on it.

Theorem?2 : The density that minimizes the total energy is the exact ground stesity.

But, the Hohenberg-Kohn theorems did not offer a way of computingrgtaiate density of a
system in practice. This was done a year later by Kohn and Sham (163 hkir formulation centres
on mapping the interacting system with real potentials onto a fictitious systenelwhtre electrons
move with in an effective single particle potential.

The mathematical details are presented in the following.

The one-body electron-ion interaction terkye'can be written as follows:

:/w*(rl,rz, ...... JN)ZV () W(re,ra,....rn)dridra.....dry (2.11)
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:N/dl’]_V(l'l)/qJ*(l’]_,l’z, ..... rN)‘P(rl,rz, ..... ,rN)drzdrg....drN (212)

HenceVhe = (W|ZV(ri) | W) = [d3V (r)p(r)
wherep(r) is the probability density for finding an electron in a small volwidearound the point

r and is mathematically represented as:

p(r1) = N/LIJ*(rl,rz,...rN)LIJ(rl,rz,...rN)drz ..... dry (2.13)

Similarly, the two body potential term, i.e, the electron-electron repulsion tembeawritten as

follows:

1_ 1

LIJ> = ;/d3r1d3rzr(rl,r2)/r12 (2.14)

wherel (r1,r2) is the joint probability of finding one electron in a volurdér; aroundr; and

another ind®r, atr,, and is mathematically represented as:

F(rl,rz) = N(N — l)/q-’*(l’l,l’z, ...rN)LIJ(rl,rz, ...... rN)d3r3 ...... dSI’N (215)

The kinetic energy term that involves differential operator can be written a

1
T:_<w‘zzimi2 w> (2.16)
N * 2 3. 43 3
:—i/w (r1,r2,....,rn)07W(re,ro, ....rn)dr1dra....... dry (2.17)
N 2w (! 3 3
— _E [Dlw (I’ Lyeveen ,rN)LIJ(rl, ...... I'N)]rl:r/ld M....... d 'N (218)
1 3 2 /
= _E/d rl[Dly(rlvrl)]l’lzr/l (2.19)

Herey(ry,r}) is the first order reduced density matrix, defines as :
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y(ri,ry) = N/W*(r’l,rz,....,rN)W(rl,rz,....,rN)d3r2 ..... d3ry (2.20)

The total energy can be expressed in terms of the reduced density matrices

Elp,y,T] = T¥(ra,r1)] + Vaelp(r)] +Veell (1,12)] +Vinn (2.21)

Which leads to the possibility of developing a quantum mechanics of a manyoglesststem in
terms of the reduced density matrices bypassing the wave-function. Tdbkepr has to be solved
by imposing necessary and sufficient conditionsyon,r}) andl (r1,r2), which are unfortunately
not known.The conditions op(r) are however known. The theory as reformulated by Levy(1982)
[6] demands that the ground state densgyr() is non-negative and is obtained from antisymmetric

wave-function and it satisfies the condition :

/p(r)dr:N (2.22)
This is known as the N-representability problem. This makes the single paritsitgla promising
candidate for the formulation of quantum mechanics.
Mathematical proof of Hohenberg Kohn Theorem : Consider the ground states of two N-
electron systems characterized by two external potemti&i$ andv,(r) with the corresponding Hamil-

tonians and the Schrodinger equations given by :

Hi =T+U+Zvi(ri) (2.23)
Ho=T+U —|—ZiV2(I’i) (2.24)
Here:
1N 2
T - —ézizlﬂi (225)

and
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1 1
v 2 7] Fij

(2.26)

Hence,H; andH, operating respectively o, andW¥; yield the energy eigen-valuég and Ep

respectively as given by :

HiW1 = E W,

and

HoW, = EW,

We assume that the two wave-functions yield the same density via the equation:

p(r1) = N/wj/z(rl,r2....rN)Wl/2(r1,rz,....rN)drzdrg...drN

One can use the variational principle and write the energy :

By = (W1|Hy[W1)

<(W2|H1|W2) = (W2 |H2 | W) + (W2 |Hy — Ha | W2)

Hence,
a<5+/mmmw@—wm]

On interchanging suffixes :

a<a+/mmmwmfwm]

Summation of the inequalities leads to the contradiction:

Ei+EBEx<Ex+E;

(2.27)

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)

(2.34)



20 Chapter 2 Methodology

Hence, the assumption of identical density arising from two different eatgrotentials is wrong
and a giverp(r) can correspond to only ongr). Now, sincev(r) is fixed, the Hamiltonian and hence
the wavefunction are fixed by the density. The wave-function being&itural of density, the energy
functional for a given external potent(r) is a unique functional of density. This functional assumes
a minimum value for the true density.

Kohn Sham Equation : The minimization ok, [p] subject to the constraint of normalized density

p(r)ydr=N (2.35)

leads to the Euler equation for the direct calculation of density :

S[Edp] — k[ [ p(r)dr —NJ| =0 (2.36)
fe) l6) o
;—M:O:u:;;:v(rwrag (2.37)

The crux of the problem is to obtain an expression for the energy furatiorterms of density

which has the general form :

Edlp] = [ viDp(r)dr+Flp (2.38)

Comparing with the energy functional in terms of the reduced density matrices :

Evp,y,T]=Tly| +/v(r)p(r)dr+;//r(222)dr1drz (2.39)

and using the decomposition :

F(r1,r2) = p(ro)p(rz2)[1— f(ra,r2)] (2.40)



2.1 Electronic structure calculation 21

wheref (r1,r2) is the correlation functional, one can separate out from the electromegigepul-

sion termVee/p], the Hartree contribution:
EH [p} — 1//p(r1)p(r2)dr1dr2 (241)
2./ . M2

The exact kinetic energy function@lp] is usually replaced by the kinetic energy of a system of non-
interacting particlesTp[p] and the contributioedp] — En [p] together withT [p] — To[p] constitute
what is known as the exchange-correlat{®fC) energy functionaExc[p]. This is unknown. Thus one

can write:
Ev[p] = Tolp] + [ V(r)p(r)dr+ Eulp] + {T — To(p) + Vee— Enlp]} (2.42)
—Tolp] + [ V(r)p(r)dr +Enlp] + Exclp] (2.43)

The scheme for obtaining the non-interacting kinetic energy functi@ypl for a certainp(r) is

through the solution of the one particle Schrodinger equation:
12
*ED Jr)\(l’) WY, =W (2.44)
For a suitably choseh(r) such that the resulting orbitals yield the density as:

p(r)=73 Wi (2.45)

And then evaluating the functional as:

Tolp) = Y &~ [ drA(r)p(r) (2.46)

The energy functional that is to be minimized for determining the correct equitibdensity is then
given by:
Elp) =y &~ [drAr)p(r)+ [ v(r)p(r)dr -+ Eu[p] + Excle (2.47)
|

which leads to the variational condition:

3Ev[p] =0 (2.48)

= Z(Ssi—/dré)\(r)p(r)+/dr5p(r) [)\(r)+v(r)+ OEn n O0Exc

dp(r) ~ dp(r)
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Now since :
gi:_<w.‘;mz w>+<wiy/\(r)|wi> (2.50)
One has:
5g = — <5Lpi ‘ %D? qu> +(BWi | A (r) | Wi) +c.c.+ (Wi | A (r) | W) (2.51)
=50 (W | W) (=0)+ (Wi |6A(r) | W) (2.52)
And hence the result:
5 o5 :/drp(r)éz\(r) (2.53)

which in combination with variational condition leads to the result:

= / drp(r) [—)\(r)+v(r)+ ;pE(“r') + ;X(f) (2.54)

Since the variation idp(r) is arbitrary:

5EH + 6Exc
Sp(r) ~ dp(r)

This clearly shows that if one choos&ér) given by this expression, the single particle Schrodinger

A(r)=v(r)+

(2.55)

equation leads to the correct density for the system. This provide the bad{®lin-Sham density

functional scheme which involves the solution of the followhguch differential equation:

[—;D2+Veff(r;p)] W =¥, (2.56)

With the effective potential given by:

5Exc
Vet t(r +/ |r—r | 3(r) (2.57)

And the density is calculated as:
p(r) =3 |W? (2.58)
|

The energy functional in this theory is calculated as:

//p ) drdr’ + Exc| }/drp(r)gg(xrc) (2.59)
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2.1.4 Exchange correlation

Apart from the exchange-correlation teigc, all other terms in the many body Hamiltonian can be
exactly determined in terms of the single particle density. But before we detftreef into the various
ways of obtaining a good approximate value of this functional, it would behmdnile to discuss as to
what exchange and correlation physically mean.

To understand exchange, let us imagine that there is a up-spin electr@n Rauli’s exclusion
principle forbids the presence of electrons with spin up at the same positiordmaterg (see Fig.
2.1), whereas a down spin electron is free to sit there. This functioneaalbulated exactly, although
itinvolves calculation of expensive integrals. In the Hartree-Fockmeehg/hich employs a many-body
wave-function of the Slater determinant form, the exchange energy islatd exactly. But here the
correlation energy is completely neglected.

X v

B

@ (b)

Figure 2.1 According to Pauli’s exclusion principle, the situation as showed in figure (a
where two electrons of the same spin occupies the same quantum state is wetallo
Whereas, as shown in (b), two electrons of opposite spin are allowecctpythe same
quantum state.

Correlation, on the other hand is representative of the exclusion zdrentkkectron creates around
itself, where it discourages the presence any other electron(see BigTRBe origin of this correlation
energy is completely coulombic. In general this exclusion zone, which iskal®eon as a correlation
hole is not generally spherically symmetric, unless for homogeneous jelliurelmod

Now, since correlation can not be calculated exactly, one has to resptoximate forms. The
exchange part which can otherwise be calculated accurately is alsaxapated with an expectation
that it would be able compensate for any error that might have crept aubef approximating the
correlation term. Hence, one looks for an approximation for the sum of théennsEy + Ec = Exc,

where both exchange and correlation are treated on the same levelid@cand approximation.



24 Chapter 2 Methodology

Figure 2.2 The black dots in the figure represent the sea of electrons in a piece afahate
the shaded(pink) area described around one such black dot is agitpresentation of the
exclusion zone that is created around an electron due to electron-eleotrelation.

There are many approximate models available for this purpose. Two of thecomason are the

local density approximation and the generalized gradient approximation.

2.1.4.1 Local density approximation

This is one of the most widely used approximation for estimating the exchawgdation energy. It
was proposed by Kohn and Sham in their 1965 paper [5], although tlyeidea existed primarily
in the theory by Thomas-Fermi-Dirac [7]. The main idea employed here is tsidema generally
inhomogeneous electron gas to be locally homogeneous and use thege«chbarelation hole for the
homogeneous electron gas, which can be calculated to a very high aégresuracy. One can now

write the exchange-correlation energy as the average of an energmg’*[p]

ERA = [ p(r)Ep(r)r (2.60)
wheregk2A[p] = &P (o] + e [p]

The exchange energy is exactly given by Dirac’s expression:
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_§(§)1/3p1/3: 3,9 Y¥1 0458
4'm

Herers = (3/4mp)*/® and is the mean inter-nuclear distance.

44 rg s

ex[p] = au. (2.61)

There are many good approximations for correlation that have beenggdp The most accurate
results are given by quantum Monte-Carlo simulations by Ceperly and (ARRD)[8]. This corre-
lation functional as obtained by Ceperly and Alder is exact within numerimairacy and has been
parametrized by Perdew and Zunger(1981)[9].

For dealing with magnetic systems, the LDA is extended to a spin-polarizedrsyeste is named
as the local spin density approximation(LSDA). Here the exchangelaboreenergy density is written

in terms of the ugp; (r) and downp, (r) spin densities.

EXP01 (1), p1 (1)) = | 91 (1) + py(r)lexclpy (1), py (1) (2.62)

Although, LDA apparently seems to be a huge and drastic approximatiomgsaced to the real
systems of interest, but it is known to be very successful and has heem $o produce robust and
consistent results in a variety of systems. The main reason behind it lies iactitbdt the exchange-
correlation energy does not depend on the shape, but the size ofdhange correlation hole, i.e,
the spherical average of the hole. Furthermore, LDA satisfies the siemwherein the exchange-
correlation hole contains exactly one displaced electron.

LDA gives best estimates of various properties when the electronic deraiéelose to homogene-
ity. It tends to overestimate the binding energy of molecules and the cotesvgy of solids, but the
trends shown are very good. LDA is able to reproduce well the bondHehgnd angle and vibrational
frequencies with small deviations. In general LDA overbinds and heooé lengths are underesti-
mated. Elastic constants and phonon frequencies are also well repdodith some underestimation.

Dielectric constants and piezoelectric co-efficients are generally ctienaded.

2.1.4.2 Generalized Gradient Approximation(GGA)

In the generalized gradient approximation, the functional depends aletisty and its gradient.
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ESSAP] = [ p(r)exc(p(r),[Tp(n))dr (269

Several GGA functionals like Perdew-Wang 1991 [10] and PerdewkeBand Ernzerhof [PBE]
[11] are the most popular. In comparison to LDA, GGA's tend to improve &nalrgies, atomization
energies, energy barriers and structural energy differencés GIGA expands and softens bands, an

effect that sometimes corrects and sometimes over-corrects the LDApradic

2.1.5 Basis set

Basis sets are the foundation of modern electronic structure theorydém twr solve the eigenvalue
problem as already stated, the eigenstdigswhich are the single particle wave-functions, must be
expanded in terms of any converged basis set. Depending on the chdiasi®functions, different
schemes can be broadly grouped into two categories:

(i)Fixed basis set method : The wave-function is determined as an expansome set of fixed
basis functions, like linear combination of atomic orbitals(LCAO)[12], plamweg, Gaussian orbitals

etc. Here one has to solve the eigenvalue problem:

(H—€0).b=0 (2.64)

involving the Hamiltonian H and overlap matrix O, to determine the eigenvalaesl the expan-
sion coefficients b.

This method is computationally simple but the disadvantage is that the basis se¢ taayebto be
reasonably complete.

Most of the fixed basis set uses pseudopotential for the electron-ioadtiten, where localized
core states are removed by replacing the strong crystalline potential bglkapseudopotential, while
giving faithful determination of the valence and conduction bands. Rgetential in conjunction
with plane wave basis has become one of the most versatile and efficignaeapes for calculating

electronic properties.
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(iPartial Wave method : The wave-function is expanded in a set of graed potential dependent
partial waves like the cellular method [13], the augmented plane wave methpdrid the Korringa-

Kohn-Rostoker method [15]. One has to solve set of equations of the:for

M(e).b=0 (2.65)

In contrast to Eqn.2.64 which is a polynomial én the Egn.2.65 has a complicated non-linear
energy dependence. We have no a priori idea how many roots wetexrpeavhether all roots are
physically permissible. The partial wave methods though complicated to savswe advantages.
Firstly, they provide solutions of arbitrary accuracy for a muffin-tin pogtrand for closed packed
systems, this makes them far more accurate than the traditional fixed basisisie®econdly, the
information about the potential enters only via a few functions of energweier as already stated, it
has the disadvantage of being computationally heavy, the eigen efjemyyst be found individually
by tracing the roots of the determinantMfas a function ok. To overcome this, Andersen (1975) first
proposed a unified approach for linear methods [25] such as lineaneaigd plane wave (LAPW)
and linear muffin-tin orbital (LMTO) methods which are the linearized vessiohAPW and KKR
methods, respectively. These methods therefore lead to secular equik#oBEgn.2.64 rather than
Eqgn.2.65 and combine the desirable features of the fixed basis and pas&hvethods.

In this thesis, we use pseudopotential method along with plane wave bagisplamented in
the Vienna ab initio simulation package (VASP) [26], to obtain very accurgédaergies for various
systems. We have also extensively used the LMTO method to investigate eiestracture properties
of the systems studied. Therefore, in the following two subsections, wasdishe pseudopotential

method and LMTO method in greater details.

2.1.5.1 Pseudopotential Method

In solving the Schrodinger equation for condensed aggregates of ,aspaise can be divided into
two regions, with quite different properties. The regions near the nuwdéed the core region, are

composed primarily of tightly bound core electrons, whose wave-funciiewell localized, while the
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remaining volume contains the valence electrons which are involved in the ditadjether of atoms.
These valence electrons may be found with appreciable probability in thetitigéregions, where
their wave-functions can be described with a few number of plane wawgshe main problem with
describing the valence electronic wave-function with a small number plameswa that this would
fail badly in reproducing the highly oscillating behavior of these valencgvianctions near the core
region. These heavy oscillations occur because the valence watiefimnare orthogonal to those of
the core, which produces a large kinetic energy for the valence elsdtrdhe core regions. In order
to solve this problem, Herring in 1940 [18] proposed the Orthogonalizetepiaave [OPW] method,
where he constructed valence wave functions from a linear combinatjgard waves and core states
such that they were orthogonalized to the core. The pseudopotential methictd will be discussed
in details here originated from of this OPW method. Here, going a step atieadore states were
altogether eliminated, by replacing their action by an effective potential céléegseudopotential. It
needs to be constructed carefully, so that it is able to reproduce the pgaodiperties of the actual
potential accurately.

In the following, we will develop the basic concept of OPW method followedtheypseudopoten-
tial method for an atom where core and valence states are denoted bpsldsic andv respectively.

The orthogonalized plane wave can be represented as follows:

@ = €47+ ZhWE(r) (2.66)

constanty is determined by requiringx be orthogonal to the core:

/erﬁ*(r)(n((r) =0 (2.67)

Hence, the wave function for the system may written as a linear combinatioa GfRNVs:

Wy = ZCukik (2.68)

By explicit construction, the wave-functions are made orthonormal to thee aod hence it also



2.1 Electronic structure calculation 29

has the expected rapid oscillations at the core. Moreover, this wavéefris plane wave like in
the interstitial region where the contribution from second term of Eqn 2.66/vimg the core wave
function LPﬁ, has very little contribution.

This gives, a very basic idea of OPWs. With this background, will go &rdnd develop the

pseudopotential method. Lg} be the plane wave part of the wave-function :

@Q(r) = S kT (2.69)

Hence, using Egn.2.66, we can write :

Wk(r) = @(r) - Zc(/dr’Wﬁ*(r’)fnY(f’))Wﬁ(r) (2.70)

SinceW) is an exact valence wavefunction, it should satisfy the Schrodingeatiequ

HW) = /Wy (2.71)

Substituting Egn.2.70 in Eqn.2.71 and using

HWS — gfwe (2.72)
and
VR = zc(sg—sfg)(/dr’wﬁ*w)wﬁ (2.73)
we obtain :
H+VR @ =¢g'q (2.74)

which leads to a Schrodinger equation satisfiedgpy

The pseudopotential is defined as :

ﬁZ
H+VR= —%vzjuv'f’seudo (2.75)
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<V

Figure 2.3 An illustration of the full all-electron wave-function and the electronic poten-
tial(solid lines) plotted against distance r, from the atomic nucleus. The spamneling
pseudo-wavefunction and the potential is plotted in dotted lines. Outsideen gdiusr,

the all-electron and the pseudo-electron values match. This figure is ddegpte[21].

The pseudo-potential represents a weak attractive potential, as is oliigiaddlance between the
attractive potential and the repulsive potert&| as shown in Fig.2.3. The new statgsobey a single-
particle equation with a modified potential, but have the same eigenvalues agjthelwalence state
WY and are called pseudo-wavefunctions. These new valence statest prgjef the valence wave-
functions any overlap they have with the core wavefunctions, therebgdnaero overlap with the core
states. In other words, through the pseudopotential formulation, wednested a new set of valence

states, which experience a weaker potential near the atomic nucleusehutofter ionic potential

away from the core region, beyond a certain cut-off radiusSince it is this region in which the va-
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lence electrons interact to form bonds that hold the solid together, the@seavefunctions preserve
all the important physics relevant to the behaviour of the solid. Since tivenadenethods have been
used to generate more accurate as well as more efficient pseudo-pet&etaing the basic principles
same. In norm-conserving pseudopotential [24], the all electron (ARgviunction is replaced by a
soft nodeless pseudo (PS) wave function, with the restriction to the P& fwagtion that within the
chosen core radius the norm of the PS wave function has to be the sameei thave function and
outside the core radius both the wave functions are just identical. Goaderahility of constructed
pseudopotential requires a core radius around the outermost maximum AEtlwvavefunction, be-
cause only then the charge distribution and moments of the AE wavefunctengh produced by the
PS wavefunctions. Therefore, for elements with strongly localized orhikal$irst-row, 3d and rare-
earth elements, the resulting pseudopotentials require a large plane-agsesét. To work around
this, compromises are often made by increasing the core radius significagtiypd the outermost
maximum in the AE wave-function. But this is usually not a satisfactory solutemabse the trans-
ferability is always adversely affected when the core radius is incdeasel for any new chemical
environment, additional tests are required to establish the reliability of sitRPSgotentials. This
was improved by Vanderbilt [25], where the norm-conservation canstnas relaxed and localized
atom centered augmentation charges were introduced to make up the decge These augmen-
tation charges are defined as the charge density difference betwegE #ied the PS wavefunction,
but for convenience, they are pseudized to allow an efficient treatniém augmentation charges on
a regular grid. Only for the augmentation charges, a small cutoff radius lmeussed to restore the
moments and the charge distribution of the AE wavefunction accurately. udoess of this approach
is partly hampered by rather difficult construction of the pseudopotentiériBichl [22] developed
the projector-augmented- wave (PAW) method, which combines idea frohAR®Y method with
the plane wave pseudopotential approach, which turns out to be compatitielegant, transferable
and accurate method for electronic structure calculation of transition methtsxates. This approach
retains the all-electron character, but it uses a decomposition of the alleel@zavefunction in terms

smooth pseudo-wave function and a rapidly varying contribution localizéidnathe core region.
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Whe >= |Wps> +20 15 mZi (|OAD > —|0pT >< f1™|Whs > (2.76)

where,®}"(r) are the all-electron partial waves centered at atom | obtained for &nefeatom,
and®l" (r) are the pseudo-atomic partial waves that coincide with the all-electron ¢sid®a cut-off
radius and match continuously inside. The projector functions verify 1btima<ﬁi”m ) d),‘;'lsm> = §j.
The sums run over all the atomic sites |, angular momentum(l,m) and projectdrofusi¢. For a
single projector this is basically a OPW method. Using the above expressithefaave function, the
orthogonality relation of the projectors and pseudoatomic partial wavbts @ electronic density
naturally into three disjoint contributions : a soft pseudo-charge densging from Wiq(r), and
two localized charge densities involvirg" (r) and @0 (r) respectively. Similar partitions can be
obtained for potential and energy[23] . All the expressions involvingpbeudized quantities are
evaluated on a Cartesian grid using plane waves, while the expressiolwérigdocalized quantities are
evaluated using radial grids. No cross terms appear which might reauilnghe grids. Furthermore,
although it is strictly not necessary, the PAW method freezes the corelsroitthose of a reference
configuration and works only with valence wave functions, exactly asseedgized method. Therefore,
all the psedopotential machinery is available for the PAW method, which jgsiohiae supplemented

with contributions from spherical regions.

2.1.5.2 Linear Muffin-Tin Orbital (LMTO) method

The LMTO method is based on the muffin-tin approximation. Here the potentiaisisnged to be
spherically symmetric (close to the ion core), within a sphere of a certairsr8glisentered around the
ion cores, called the muffin-tin sphere. In the interstitial regions, i.e, in 8i@féhe space, the potential
varies very slowly and hence is replaced by a constant average pljtégtia.4). Mathematically, this

MT potential can be represented as :

f <KRirg=1r—R
W R)— V(rg) for re< Sjrr=1r—R| 2.77)

—\vg for re> %R
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lon Cores

Figure 2.4 Construction of Muffin Tin(MT) potential. Exact implies the actual potential as
is occurs close to the ion cores(marked in the figure). The MT potentialshwahises from
the muffin-tin approximation has also been marked in the figure.

Within the MT sphere, the potential is spherically symmetric, hence they argosswf the radial

equation:

d? I(1+1
Lir% —V(r) + ( 2 ) —5] rRERL(IR,€) =0 (2.78)

Outside the MT sphere, since the potential is constédnt) = —Vp, the wave-function is a solution

of the following Schrodinger equation:

[dZ I(1+1)

a2 z KZ} rRERL(TR,€) =0 (2.79)

wherek? = ¢ — v
The wave-functions in the interstitial region, where the potential is conatarglane waves, which

can be expanded in spherical Bessel and Neumann functions.

AR|(£,K)j|(KI’R)+BR|(£,K)I’)|KYR) (2.80)

The partial wave solution in all space is given by:
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NS, (&, K)@RL(TR, €) if re< R
(R, €) = _ _ (2.81)
ni(krr) + P (g,K)ji(krRr) if rR> R
But, we would like the basis to be such that its head contains all informatiort gimpotential,
while its tail contains information only about the constant potential outside thepii&re. In addition

the basis should be well behaved in all space. A way of doing this is the faljpow

(R ) = NS, (€, K)@RL(TR, &) + P (&,K)ji(krr) ifrR< SR (2.82)
i (Krr) if re> %
They qualify as suitable basis for representation of the wave function spade.
If we consider an array of ion-cores, with intervening interstitials, theeafawnction for the system
would simply be a linear combination of the MT orbitals associated with the indivMiuigootentials

centered at different R.

W(r,e) = 2R CrL(E) XRL(r — R €) (2.83)

The expression for the tails of the Neumann functip(krg) outside its personal sphere is taken

to be as:

M (KrR) = _ZL/$LR'L’(K)J.I/(K“Q> (2.84)

%Lm,(k) are canonical structure constants depending on the relative positioranfl R and
independent of ion-core potentials.

Referring to Fig.2.5, the wave function can be written as :
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Other Sphere Personal Sphers Other Sphere
Head
Tail Tail
lj=5 lgp=+]]=F lj=5
e = | |

Figure 2.5The envelope of a MTO centered at R with its head in its own sphere at ttre cen
and tails in the neighbouring two sphere.

(NS, (&, K)@ru(rr, €) +P3 (,K) i (KTR)]YL(TR)  if rR< SR
—Su i (KrR) Sy rL (K)YL(TR) if re < Sy

XRUT=R.€) = =5/ ji(Krr) Sy rL(K)YL(TR) if ree < S (2.85)
M(KrR)YL(IR) if rr € interstitial

Considering,
||Wr > to represent functions defined in all space,
|Wr > to represent functions are all zero outside personal sphere, and

#Wr > to represent functions that are non-zero only in the interstitial spaes;amwrite :

IXr() >=NR(&)|@Rr(€) > +PR(€, K)|IR(K) > —Zr S (K)|jR(K) > +#NR(K) > (2.86)

This was for a single MT sphere, considering a linear combination of all, MiEstotal wavefunc-

tion can be written as :

W(e) >=ZrCx (¢)l| Xr(E) > (2.87)
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Confining ourselves to a singles MT sphere centerelfpathe potential seen by an electron in
the solid is identical to that in the single MT potentialRit Hence, the solution to the Schrodinger

equation of the electrons in solid within the MT sphere,ligg < Sy, is:

|W(e) >=C, (£)NR, (&) |y (€) > (2.88)

Substituting Eqn 2.86 into Eqn 2.87 and doing some further simplification:

W(e) >=ZrCq (€)[NRR(E)|gR(E) > +{PS (. K) — Sxr(K) HiRr(K (2.89)

Comparing equations 2.87 and 2.89, we see that the extra%(m)“RO(K) > which was added
to the partial wave corresponding to the head is exactly cancelled by thiebations of the tail

%R(KHR(K) > coming from all the other MT spheres. Hence,

C*NO(g)71[PO(g,k) — (k)] =0 (2.90)

where,N°(g) = Ng z(€), P°(g,K) = PR r(€, k) andS} r(k) = S(k). The above equation forms a
set of linear equations in unknow@s, ().

This leads to the set of KKR equations :

det|P°(g,k) — S(k)|| =0 (2.91)

Using which one can determine the eigenvaleiles

It was desirable that one bypasses this energy dependence of thedli&@Ron. Hence, Andersen
[25] devised a way for linearizing these equations. The energy depésdlution of the Schrodinger
equation inside a MT sphere can be expanded as a Taylor series abmuesergyg in our range of

interest.

|grL(e) >= [@ru(e”) > +(e — k) | gRu(ERD) > +O((e —&8)?) (2.92)

We define two functions :
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() >=N°(e)(N°) *|g(e) > (2.93)

| (g) >=NO()(N°) 2|g(€) > +NO(£)(N)L|gp(e) > (2.94)

Andersen’s method was to build a linearized MT orbitals by taking Neumarttiéumat a fixed
value ofk and replacing the head by a linear combination of functigas> andgk . In addition, the
tails of the LMTO in the other spheres are replaceqidpy> associated with these spheres centered at
R.

Hence, the basis function can be written as ;

Xk >= [INR > +¢r > +Zrhrr|Gr > —|NR > (2.95)

= |k > +Zrhre|gr > +#NR > (2.96)

The notations >, || > and #> have already been discussed before.
The secular equation follows directly from variational treatment of the Hanmltorepresentation

as in any fixed basis set method.

llel —H|| =0 (2.97)

Expanding the potential term about the reference energy :

PO(g) = PO+ (el —g")P° (2.98)

SinceP is totally diagonal, the matrixP°)%/2 is also totally diagonal. Substituting the expansion

in Eqn. ,

det](P%)Y/2]||PO(PO) L + gl — ¥ — (PO)~/29(P0O)~1/2||det](PO) /2] = O (2.99)
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if det/(P®)%¥2] + 0 then

det][PO(P%) 1+ &l — ¥ — (PO)Y/20(PO)1/2|| = 0 (2.100)

Comparing Eqn. 2.100 and Eqgn. 2.97 :

H = C+AY2sn1/? (2.101)

whereC = —P°(P%)~1 andA = (P°) 1

This linearized method of the MTO is quite popular because it is fast.

2.1.6 LDA+U method, missing correlation effect

Electron-electron correlation effects have been treated in an avemgimthe local-spin density ap-
proximation (LSDA)[4, 5] of the one-electron band theory. Although tlsisuanption works well for
most of the materials, it fails in case of materials that contain narrow bandseli@-spite of its many
successes, LSDA has been unable to correctly deal with stronglylatedematerials. According to
band theory, a system containing an odd number of electrons will giveaiaepartially filled band
at the Fermi-level and hence should be classified as a metal. Accordiagly,tbeory classifies ma-
terials like CoO and FeO which are otherwise known to be hard-core insuledametals because of
odd number of electron in these systems. For such materials, a more a¢ceatiteent of the strong
correlation effect is required. In other words, one needs to rep&aALS

As summarized by Anisimoet al in their 1997 review [24], there have been several attempts
improve LDA, in order to account for strong electron-electron corratatidOne of the most popular
methods in the self-interaction correction(SIC) [25]. It reproducetequell the localized nature of
the d (or f) transition(or rare earth) electrons. But SIC one-electnergges are in strong disagreement
with spectroscopic data.

The other method is the Hartree-Fock(HF) method [26], which containsratkext explicitly can-
cels self-interaction. However, a serious problem with HF method is thattherCoulomb interaction

considered is not screened.
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A much more successful method in describing highly correlated system isutbieari LSDA+U
method [27, 28, 29]. Here, the electrons are divided into two sub-systecadized d(or f) electrons,

for which coulomb d-d interaction should be taken into account by a term:

1
EU Zi#ninj (2.102)

wheren; are the d-orbital occupancy, and the delocalized s or p electrons wigietedl described
by the orbital independent one-electron potential as given by LDA.
Let us consider a system with fluctuating number of d-electrons. The tatatber of d-electrons

in the system is given by :

N=3n, (2.103)

Then, the Coulomb interaction energy between the d-electrons in given by:

UN(N—1)

E =
2

(2.104)

This should be subtracted from the LDA total energy and a Hubbard-like sbould instead be
added:
UN(N-1)

1
E= ELDA—eréUZi#ninj (2.105)

Then the orbital energies are given by:

E 1
& _Tnl_gLDA—’_U(E_nI) (2106)

This formula shifts the LDA orbital energy by-U /2) for occupied orbital for whichn; = 1 and
by (+U /2) for unoccupied orbital with; = 0 (Refer to Fig. 2.6).
The LDA+U orbital dependent potential gives upper and lower Hubliands with the energy

separation between them equal to the Coulomb parameter U. Hence this mieghesigjulitatively
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8LDA -T—

€LDA_\ u/2

P(€)

Figure 2.6 The shifting of the occupied and unoccupied LDA orbitals with respect¢b ea
other due to presence of the U parameter.

reproduce the correct physics and hence the insulating nature ahsysiéh transition metal and even
number of electrons. Such systems are popularly known as Mott-Hubizardtors.

We have used rotationally invariant multi-band Hubbard model in our calcotatidhere are two
popular approaches in this regard. They are :

(i) The Lichtenstein method

This method was proposed by Lichtensteinal in their 1995 paper [29]. It basically requires
identification of regions in space where the atomic characteristics of theaglecstates are largely
satisfied. Within the atomic spheres one can expand wave-functions inlaéocarthonormal basis
linlmo >, wherei denotes the sitey denotes the principal quantum numblethe orbital quantum
number,m the magnetic number ana the spin index. Let us assume that a particular shell is partly

filled. A density matrix for correlated electrons in this shell is defined as fallow
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1
N =~ / 1 GG iy (E)IE (2.107)

where : GI (E) =< ilma|(E — H’)"tjilm'c > are the elements of the Green's function matrix
in this localized representation ahtlis the effective single electron Hamiltonian. The integration is
carried over from O tdeg, the Fermi energy. In terms of the elements of the density méirjx we

define the generalized LDA+U functional as follows :

EPAU [0 (r),n?] = ESPAp0 (1) 4+ EV ()] - Eacl{n°}] (2.108)

wherep?(r) is the charge density for spim-electrons andE-SPAp?(r)] is the standard LSDA
functional. Eqn. 2.108 asserts that LSDA suffices in the absenceitdigrblarizations, while the later

are described by the mean-field (Hartree-Fock) type of theory:

1
EV[{n}] = éZ{m}ﬂ{< m, M’ Vee/n?, m” > ng 4, (2.109)

+ (<mm'|Vedm,m” > — < mm" Ve ", >)n% 0%}

whereVee are the screened Coulomb interactions amongnthelectrons. The last term in Eqgn.

2.108 corrects for double counting and is given by:

Eael{no}] = ZUn(n—1) — 30 (0 — 1)+ ny (g (n; —1)] (2.110)

wheren? =Tr(ng,,) andn=nl +nl. U andJ are screened coulomb and exchange parameters.

The effective single-particle potential to be used in the effective singlgefe HamiltoniarH,

Vrgm == Zrn”?rn’/'{< m, I'Tf’ ‘Vee|rr{, IT{// > nr;]xgm// + (< m, I'Tf’ ‘Vee|rr{, IT{// > (2111)

Vedmt”, il >)n€ 3 —U(n— 2} 43(n° — 5

— m,m’
<m 2 2
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Here also, we claim that within the atomic spheres these interactions retairttimeic aature. The
matrix elements can be expressed in terms of complex spherical harmoniefeantiste slater integral
[30].

(ii) The Dudarev method

The simplified (rotationally invariant) approach to LSDA+U as proposed bgdbevet al [31] is
as follows : Taking into account the orbital degeneracy of the 3d elexttbe model Hamiltonian is

written by :

U u-J
H= Ezm,rmonm,onmﬁo + Tzrn;ém,anm,anm,a/ (2.112)

where the summation is performed over projections of the orbital momentum (m2y-% -.. 2
in case of d electrons)) andJ are the spherically averaged matrix elements of the screened Coulomb

and Exchange interactions.

Here the parametet$ andJ do not enter separately, only the differerite— J) is meaningful.

2.1.7 Calculation of properties using DFT
2.1.7.1 Density of states and band structure

Density of states(DOS) of a system describes the number of states pealideenergy level that

are available to be occupied by electrons. Unlike isolated systems, like atomalecules in a gas
phase, the density distribution is not discrete but continuous for bulk materahigh DOS at a

specific energy level means that there are many states available foratioouA DOS of zero means
that no states can be occupied at that energy level. Partial density ai{B@2a€@S) on the other hand
decomposes the total density of states into contributions due to differenaarmgmponents (i.e, s-
like and p-like) for different atoms in the system. We have extensively tleedotal DOS and the
partial-DOS for analysis of our results.

The density of stateg(e)de for energies in the range, € + de] is given by a sum over all states
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with energy in the range. In a crystal the expression for DOS is:

g(e) = é}kzé(s—elﬁ”)) (2.113)
- Q?ZT)ZZ/(E_E‘En))dk (2.114)

1 1
N (2m)3 /S,E”)_e ||]k£|£n)’d5( (2.115)

Band structure of a solid describes those ranges of energy, calleglydrends, that an electron
within the solid may have("allowed bands") and ranges of energy called dgaps ("forbidden gaps")
where the electrons are not allowed. The concept of band comes feooekbbrated band theory for
solids. A material's band structure may be used to explain many physicatniespof solids. In
addition, we have also plotted the 'fat bands’ which show the percentagehwution from a certain

orbital of a given atom to the different bands.

2.1.7.2 Total Energy

Very accurate total energies have been estimated using pseudopotetitiatiraad the plane wave
basis sets. These total energies are basically Kohn-Sham groundretggees and have been used
extensively in this thesis to determine lowest energy, most preferred statfiguration from a set of
possible configurations.

In plane wave calculations under periodic boundary condition, the asyst#m is infinitely peri-
odically repeated. The energy of such a system being infinite, the epergell is a quantity that is
well-defined and can be calculated through Kohn-Sham expression:

1

Exslp] = ; (Telp] + En[p] + ESS + Eii + Exc[p] + EDY) (2.116)
ce

HereTe[p] represents the kinetic energy componé&it[p] represents the Hartree energy, rep-
resents ion-ion interactiorE,L°§+ E,Q'S represents electron-ion interaction, where the superdaript
andnl respectively refer to local and non-local parts of the pseudo-poteBfia[p] represents the

exchange-correlation energy.
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Out of theseEy, EXSS andE;; are the three local electrostatic energy terms, the sum of which is

represented dS.s. Hence Eqscan be mathematically expressed as follows:

Enlo] + EXS[p] +Ei = ;//p’(rr)_pr(/r‘)drdr’ (2.117)

+ Zgilzfil/P(r ‘)F(>)§78(|r—Rl|dr

1 VAVA)
+ 22 pi AR ZR)|

where,p(r) is the electrostatic charge distributidlabels different atomic specieldg number of
atoms with atomic specié§), v’,i’g’s(r) represents the local componenent of the psedopotential corre-
sponding to that species, while long-distance behaviour is purely coulpbigpresents the valence
charge on ion coréd’ andR, gives its location.

All three terms in Eqn. 2.117 diverge for an infinite system. However, sihegotal charge
distribution of valence electrons plus ionic cores is neutral, the electrostedigye of a single cell
should be finite. In order to sort this problem, we consider a neutralizorgirzous auxillary charge
distributionpi(r) associated with the nuclear subsystem (and thus negative), and addtdratt the

electrostatic self-interaction energy (as given below) of the system:

pi(r
2// ’r_ ,| LIQLIGPmY (2.118)

After performing some algebra the electrostatic energy can be written as :

1 , i(r')dr’
el = 5/ ”T(rr,)drdr+p<r><2f’31¢é’§’s<\r—m>— DT (2119)
VAVA) pi(r
+ 2(2 > 5P AR R // |r_ ") drdr)

where,pr (r) = p(r) + pi(r) is a neutral charge distribution. With this rearrangement, all the terms
give an energy contribution that is finite in the simulation cell.

The other terms of the total energy include :
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Exchange-Correlation enerdycan be mathematically represented as follows :

Exclp] = [ p(Dexclpldr (2.120)

which is calculated by integrating the€C energy density numerically in the real-space grid.

Kinetic Energywhose expression in real space is :

ﬁZ
Telo(r)] = — 5wzl / @ D2qdr (2.121)

where fi(k)

is the occupation number of staté &t wave vector K”, wy is the weight of pointK” in thr
Brilloin Zone.
Non-local Pseudopotentialhis is the only contribution that is somewhat more complicated to

compute. For a particuldrcomponent, the matrix element for an atom "s" located at the origin are :

Ny Soxie = <k+GIOVpEAk+G > (2.122)

S < K+GYim > OVEY(T) < Yim[k+G' > (2.123)

2.1.7.3 Vacancy Formation Energy

Let us consider a systefB) [32]. Say, a vacancy is created in this system by the removalBb&a
tom. The vacancy formation enerdy§s can be defined in terms of the external chemical potentials of

A and B and the Fermi energy (in case the defect is charged) as:

AEf = E(Na,Ng) — Napia — N g + Q¢ (2.124)

where,E(Na, Ng) is the energy of the system containiNg number for A atomsiNg number of B
atoms,ua and ug are the external chemical potentials and q is the charge of the defectimgckign
andegs is the Fermi energy. Now, the energy required to add dkieahd one 'B” should be equal to

the molar energy of one molecule AB. Hence , we can re-write the formation energy as:



46 Chapter 2 Methodology

AE¢ = E(NaNg) — (Na — Na)Hia — NgEag + et (2.125)

where :E(NaNg) is the energy of the defect system, the second term gives energydioigettie
extra number of A atoms over and above the number of B atoms that remain ipsteensafter the
defect is created. The third terms gives the energy of the number of ceneplemical formulae of the
system that are there after the creation of the vacancy and the fourtistdum to any charge present.

In our case, since the structure and chemical composition of the mineraisrgreomplicated, we
have tried to work with a simpler method for calculation of the defect formatienggnby-passing the
chemical potential concept. Here, we have considered the formation wiitieeals in vacuum. Hence
for us, the vacancy formation energy is obtained by subtracting the tatadenf the vacancy-free
structure from the sum of the energies of the vacancy bearing strutdréhe energy of the atom in

isolation at which vacancy is created. This can be mathematically represanfigitbws:

AEf = E(AnBm_1) + E(B) — E(AnBm) (2.126)

Due to the presence of defect charggét certain cases, defect-defect correction of the form :
E(correction) = ag?/eL (2.127)

isincluded, wherer is the Madelung constant, L is the cell length, arnd the dielectric constant[6]

2.1.7.4 Calculation of barrier height using NEB method

This method is used to determine minimum energy paths involved in a transitioneiwteegroup
of atoms re-arrange themselves while going from one stable configuratiorotbea. The potential
energy maximum along this minimum energy path represents the barrier heigig émcountered in
such a process. Here, both the initial and final configurations for theitian are given. A chain of
images (or replicas, or 'states’) of the system is generated betweendip@ien configurations and all

the intermediate images are optimized simultaneously. In an elastic band methee\y8l images
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of the system are connected together to trace out a path. The imagesaeeted using springs and

the object function is defined as:

SRy, oo Reo1) = ZEV(R) + 2 - (R —Ri-1)? (2.128)
Here(P+ 1) represents the number of imagkss the spring constant afil represents the position
of imagei. V(r;) is the potential acting on thi¢h image. This object functio8”EB is then minimized
with respect to intermediate images, while keeping the end point im&geand Rp, fixed. This
is referred to as plain elastic band method. But this method involves seveadventages. In this
method, the force acting on image

Fi=-V(R)+FS (2.129)
where :F7 = Ki;1(R1—R) —k(R —R_1)

If the elastic band is too stiff, the path connecting the several images cutsrtier and therefore
misses the saddle point region. But if a smaller spring constant is usedastie &and or the path
comes closer to the saddle point, but the images manage to slide down and avbatribr region,
thus reducing the resolution of the path in the most critical region. This isrsirowig. 2.7.

The cure is very simple. The problem with corner cutting actually results fhenmtomponent of
the spring force which is perpendicular to the path and tends to pull imag#ésedfinimum Energy
Path (MEP). The problem with sliding down results from the component ofrtteeforceV (R)) in
the direction of path. The distance between images becomes uneven sbgbiengeforce can balance
out the parallel component of the true force. This is what that is exadtbwied in the nudged elastic
band(NEB) method [7]. Here a minimization of an elastic band is carried oetenthe perpendicular
component of the spring force and the parallel component of the trae &we projected out. The force
on the image then becomes:

Fl=-OV(R). +Fr4f (2.130)
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Figure 2.7 A contour plot of the potential energy surface for a simple test problemrevhe
an atom, B, can form a chemical bond with either one of two movable atoms, A as C
described by a LEPS(London-Eyring-Polanyi-Sato) [35] potentia¢ Adrizontal axis gives
the A-B distance and the vertical axis the B-C distance. (a) A plain elastit Wwah spring
constant k = 1:0 is shown with filled circles connected by a solid line. It cutsoneer
and leads to an over estimate of the saddle point energy. The Minimum quegtgyMEP)

as obtained by the NEB method is shown with a solid line going through the sacidle p
(b) Same as (a) but with a spring constant of k = 0:1. The corner cuttingisidhed, but
now the images slide down from the barrier region towards the minima at theietslghus
reducing the resolution of the path in the region of greatest importance [36]

wherefparaier is the unit tangent to the path ahtV (R) . = OV (R). 7.1

We refer to this projection of perpendicular componerifiéfand the parallel component of spring
force as 'nudging’. These force projections decouple the dynamiteqgfath itself from the particular
distribution of the images chosen in the discrete representation of the patispiihg force then does
not interfere with the relaxation of the images perpendicular to the path amdléxed configuration
of the images satisfigsV (R)) , = 0, i.e, they lie on the minimum energy path. Furthermore, since the
spring force only affects the distribution of the images within the path, the eldithe spring constant
is quite arbitrary. This decoupling of the relaxation of the path and the disoepresentation of the

path is essential to ensure convergence of the minimum energy path.
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2.2 The Monte-Carlo simulation technique

Monte-Carlo methods are a class of computational algorithms that rely oategpp@ndom sampling
to compute results. This is a stochastic technique, and is based on the asel@airnumbers and
probability statistics to investigate problems. This method hence is used in a widey & fields
starting from economics to physics.

We have used the Monte-Carlo simulation technique in our physical systeateordne equilib-
rium distribution properties as well as to investigate out-of-equilibrium situations

When a system is in contact with its environment, the probability that the systera imicrostate

'S’ with energyEs is given by:

1
Ps= Ze*BES (2.131)

wheref3 = % andZ is a normalization constant also known as the patrtition function of the system

z=3¥ et (2.132)

This summation is over all microstates that are accessible to the system.
Using Egn 2.131, one can calculate the ensemble average of the physinétigs of interest. For

example, the mean energy is given by:

1
<E>=3¥ Eshs= ZZ'\S"ClESe‘BES (2.133)
Our aim is to simulate a system a system of N particles confined in a volume V atadimpera-
ture T. Now, since we can generate only a finite number 'm’ of the total nuwiddrmicrostates, we
might estimate the average value of a certain physical quantity 'A’ as :

3 jAse PEs

< A>m Ap= o7 o P (2.134)

As is the value of A in the microstate 'S’
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A very crude way would be to generate a microstate 'S’ at random, caldEdare; ande PEs, and
evaluate the corresponding contribution of this microstate to B. Howeveg fbllow this procedure,
it is very much possible that we generate a microstate 'S’, which is rathdyhigprobable, and hence
would contribute very less to the sum B. So, instead of this, one uses methedstive more probable
states are captured. One such method is the Metropolis algorithm. Here nmigs@stagenerated using
a probability distribution functiomts defined as follows:

e BEs

“ 57075 (2.135)

5

i.e, we generate microsates with probabiliky

The following summarizes the Metropolis algorithm in context of the simulation gktem in-
volving spins.

(1)Start with an initial microstate having an enekgy;.
(2)Perform a random trial step, e.g, select a spin at random and ineersay select a spin and ran-
domly displace it. Call this step the trial step, the energy of which is designgitegdp
(3)CalculateAE = Etyig) — Eini-
(4)If AE is less than or equal to zero, accept the new microstate, goto step 8.
(5)If AE is positive, compute the weight = e PAE,
(6)Generate a random number 'r’ in the interval [0,1]
(7)If r <w, accept the new microstate, otherwise retain the initial state. This implies thattérthe
perature is high, we do not mind taking the 'not-so-probable’ directioreqr, $ut as the temperature
is lowered, we are forced to settle into the most probable configurationahdtecfound in the neigh-
borhood.
(8)Determine the value of the desired physical quantity.
(9)Repeat 2 to 8 to obtain sufficient number of microstates.
(10)Compute averages over microsates.

Here, we basically compute the conditional probability that the system casubd fn microstate

'Sj’, given that it was in microstat§’. It is only necessary to evaluate the raRg/R = e PAE and
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hence it is not necessary to normalize the probability.

It is to be noted that for performing our Monte-Carlo simulation on mineraiesys, we have
developed a model Hamiltonian involving pseudo-spins(instead of rea)spihere pseudospins are
used to designate various chemical species, such as Fe, Mg. We wiltakaba this in great details

in the following chapters.
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Chapter 3

Site preference of Fe atoms In
Olivine(FeMgSiQ,) and
Pyroxene(FeMg(SiQ),) studied by

density functional calculations

Olivine(FeMgSiQ) and pyroxené&geMq(SiOs),) are the two major minerals in the earth’s upper man-
tle. In this chapter, we investigate the site preference of Fe in both theseatsin&rcombination of
the state-of-the-art-techniques has been used for this purposetrdhg sorrelation effect at Fe site
has been taken care of by means of local-density approximation+U calogla#idthough the basic
structural units that make up these two minerals are the same, namely, two kindsatoxygen oc-
tahedron, M1 and M2 and Si-O tetrahedron, due OK study in the total energy minimized structures
finds varied site preferences, indicating a strong preference for Bectaqpy M2 site in case of py-
roxene and a preference for Fe to occupy M1 site in case of olivineVJg] provide the microscopic

understanding of our finding in terms of density of states and chargéidens

This chapter is based dthys. Rev. B9, 115103 (2009)
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3.1 Introduction

As introduced in the first chapter, olivine and pyroxene are the predorimineral phases present in
the Earth’s upper mantle. They have recorded in them the physico-cHemidgeonment prevailing
at the interior of the Earth. Moreover, olivines are known to appear traggrrestrial bodies such
as Mars, moon and meteorites. Hence, these mineral phases have deatvattention of workers
from different branches of science for over a long time. One of the migjective of these studies
aims at developing thermodynamical models, and use them to understancihal €nolution and the
differentiation processes in the mantle.

The basic structural units in both olivines and pyroxenes are the sareg.cohsist of Si-O tetra-
hedral unit and the Metal-O octahedral unit. These octahedral unifsrdiner of two types, namely,
M1 and M2. The M1 octahedral geometry is comparatively more regulasanadler in size whereas
the M2 octahedral unit is more distorted and larger.

A problem of great geological importance is the nature of the site preferehFe-Mg in or-
thorhombic olivines and pyroxenes. At a given temperature, Fe andaliflgns are partitioned among
the two in-equivalent octahedral sites M1 and M2 with varying proportidhg an experimentally
established fact that at room temperatures Fe strongly prefers M2 siyeadrepes, resulting in Mg
occupying M1 site[2, 3]. In contrary, there is a wide variation in the resel®rted on site prefer-
ence in olivine. One of the earliest studies on the distribution of Fe-Mg thetwo non-equivalent
sites in olivines dates back to 60's[4]. Several investigations usingy>tiffraction[5], Mossbauer
spectroscopy|[6], crystal field spectra[7] yielded information aboetctlystal structure of olivine and
suggested that the Fe-Mg?* distribution is either totally random or very weakly ordered, witlFe
preferring M2 site, which is in general true for#ein other silicate group of minerals. However, some
experimental studies conducted on terrestrial and lunar samples ofldittinge revealed the tendency
of FE¥* to occupy M1 sites [8]. A distribution coefficierp’, described as follows, is popularly used

to quantify partitioning of Fe into M1 and M2 site:
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Ko = [(F&)m1-(M@)m2][(F€)mz-(Mg)m1] (3.1)

where Fg1(Mgwm1) denotes the atomic fraction of Fe(Mg) at M1(M2) site. These groups teg
increase oKp values with increasing temperature indicating ordering f Fie the smaller and more
regular M1 site. Since then a variety of experimental as well as theoretichés[9] employing pa-
rameters like temperature[10], kinematics of Mg-Fe cation exchange betwéeand M2 sites[11],
pressure[12], fugacity of oxygen[13], presence of elements dkizer Fe-Mg at octahedral sites[14]
were carried out, but failed to reach a common conclusion. In-situ nediffegrction studies conducted
on olivine[15] reveals a switch over in the trendk$ value with increasing temperature, suggesting
a reversal of preference of Fefrom M1 to M2 at a critical temperature. But later studies challenged
these findings, saying that £eorders into the smaller M1 site with rising temperature[16].

The study of intra-crystalline partitioning of Fe and Mg into the two octahesites can greatly
help in the thermodynamic modeling of earth’s mantle and also in understandimgjgoia processes.
Before one attempts in understanding the complex temperature dependentte dahermodynamic
evolution of the site-preference, it is worthwhile to considerThe OK case and investigate the site
preference issue from a quantum-mechanical point of view, which togkeds our knowledge has
not been attempted before. Hence in this present work we have coddixtémsive studies based on
first principles electronic structure calculations to resolve the nature-dd-distribution in olivines.
We have used pyroxene as a benchmark to justify and establish our methgdolowhich the site

preference of Fe has been definitely established.

3.2 Crystal structure

Olivines have a general formula48i04. They crystallize in the orthorhombic space grdeipnm
(International Table no. 62). The unit cell contains four formula units,28atoms out of which 8
may be either Fe or Mg, 4 Si and 16 O. The corresponding Wyckoff pasitéwe given in Table I.

Orthopyroxenes also crystallize in the orthorhombic symmetry but with a diftespace grougzbca
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(International Table no. 61). The unit cell contains 8 formula units,i.e 8&swwith 16 being Fe or
Mg, 16 Si and 48 O, with all species occupying Wyckoff position 8c.

In order to understand the complex crystal structure of these silicate isimezanave broken up
the complete lattice structure into three sub-lattices: (i) Si-O tetrahedral umtX#p octahedral unit
(iii) M2-O octahedral unit and compare them for olivine and pyroxeng. (8.1).

The individual structural units of olivines and pyroxenes are desdrind compared in great details
in the following:

Si-O tetrahedral unit-Olivine and pyroxene being silicate minerals are essentially built out of
(SiO4)*~ tetrahedral units [see left panels in Fig. 3.1]. In any (810 unit there are three distinct
oxygen positions corresponding to three distinct Si-O bonds. Out obtlreokygens two oxygen ions
which are equidistant from Si are labeled as O3. The oxygen fartrarst $f, which also forms
the apical oxygen is named as O1. The one situated nearest'tasSD2. In the case of olivines,
the tetrahedral units are completely isolated from each other and are ceflecsiticates(as already
introduced in the first Chapter). Viewed on theplane [top left panel in Fig. 3.1], the tetrahedral units
form rows parallel tac—axis with alternately pointing up and down along thexis in any particular
row. On the other hand in case of orthopyroxenes,Si®, tetrahedral units share corners forming
chains [bottom left panel in Fig. 3.1]. The (SI®~ units share their two O3 oxygen atoms with their
neighbors forming the chained structure alaregaxis. These chains are not straight as seen from the
view along c [bottom left panel in Fig. 3.1] but form layer of tetrahedraisiparallel tdocplane. These
alternate planes can be further distinguished as T1 and T2 layer. Tleedistect oxygen belonging
to T1 are regarded as O1A O2A O3A and those belonging to T2 are desigansaO1B O2B O3B.

M1-O octahedral unit-The M1 octahedral units in both olivines and pyroxenes are connected to
each other forming chains. In olivine, two O1, two O2 and two O3 oxygemsiarticipate in forming
the M1Q; octahedral unit along with centrally placed M1 cation. The neighboring Mdcahedral
units share edges (01-02) to form chains parallet&xis [top middle panel in Fig. 3.1]. Whereas, in
pyroxene, two O1A, two O1B, one O2A and one O2B make up the M1 octahkds to be noted that

O3A and O3B are not connected to M1 in pyroxenes. The Ma@ahedra share (O1A-O2B) edges
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Table 3.1 The Wykoff positions for each species in case of olivine.

atom class coordinates

M1 4a (0,0,0), (1/2,1/2,0), (0,0,1/2),
(1/2,1/2,1/2)
M2, Si, 01,02 | 4c (x,y,1/4), (x+1/2,-y+1/2,3/4),
(-x,-y,3/4), (-x+1/2,y+1/2,1/4)
03 8d (x,y,2), (x+1/2,-y+1/2,-2),
(-X,-y,2+1/2),(-x+1/2,y+1/2,-z+1/2),
(-X,-Y,-2), (-x+1/2,y+1/2,2),
(X,y,-z+1/2), (x+1/2,-y+1/2,z+1/2)

with adjacent M1 octahedral units to form zig-zag chain like structuresimgnalmost parallel to ¢
axis.

M2-O octahedral unitThe M2-octahedra in olivines is made out of one O1, one O2 and four O3
oxygen atoms. Each M2{bctahedral unit shares corners(O3 atom) with four other M2 octahedra
form a somewhat corrugated plane paralledtdface of the unit cell. In case of pyroxene, all six in-
equivalent oxygen atoms participate in forming the M2©tahedral unit. Unlike that of the olivine, in
case of pyroxene the M2 octahedral units are not connected to eastaathhence remain completely
isolated.

On superimposing the three sub-lattices, one obtains the full structureviofesliand pyroxenes as

shown in Fig. 3.2.

3.3 Results

3.3.1 Structural Optimization

The experimentally determined olivine and pyroxene crystal structuxeskieen optimized using our

theoretical tools. This is done in order to obtain the most stable configuraSamystal structure data
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used in our calculation are determined from actual minerals, which might theee formed under
various diverse conditions, and hence might not be the equilibrium steudioreover oxygen being
a light element, its positions co-ordinates can not be estimated very accursitedyX-ray diffraction.
Hence a structural optimization was done by employing the plane-wave @eetential method as
employed in VASP [20]. The atomic positions have been optimized keeping the lettistants fixed
at the experimentally estimates values.

The structural parameters, as obtained in our calculations are summarizablénll. Although,
the experimental measurements do not report separate data for Fgingchfd and M2 sites, the
energy optimized data would very naturally depend on whether Fe ocadgies M2 site. We have
therefore carried out structural relaxations for the two individuaésaBe occupying M1 and M2 sites
respectively. Table Il shows the structural data for representadisescwhere all the M1(M2) sites are
occupied by Fe(Mg) and vice-versa. The energetically optimized atomitiggesshow reasonable
agreement with the experimental data listed in the first three columns. While $iteopmf Fe/Mg
cations and Si atom are found to remain more or less unchanged, the O atmiticns are found to
differ at most by 5% for olivine and 10% for pyroxene. In the followimge have considered for our

calculations the energetically optimized structure in each case.

3.3.2 Basic Electronic Structure

Our non-spin-polarized DFT-LDA calculation finds both Fe-containingmd and pyroxene to be insu-
lators. The insulating solution as obtained in non-spin-polarized LDA cdlonk can be rationalized
in the follow manner: the octahedral surrounding of Fe, which is createaddboxygen atoms splits
the five degenerate Fe-d states intpgdnd 2 g levels. The non-spin-polarized calculation forces
Fe?t(3dP) to go into low spin configuration,e, the by levels are completely filled whereas thglev-

els are completely empty. The energy gap betweenjfjigjtievels appears as the gap at the Fermi
level, thereby resulting in an insulator. The occupied energy levels favthend Si atoms, which
occur in their +2 and +4 oxidized states in olivines, lie deeper down, mulciwkibe Fermi level.

However, once the spin degrees of freedom are relaxed throufgrmpeance of spin-polarized calcu-
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Table 3.20ptimized structural parameters for olivine and pyroxene where all N2) @ites
are occupied by Fe(Mg) and vice-versa in comparison to experimentadgnai@ed structure
(data taken from ref 21 and 22). Lattice constants have been keptdixbd experimental

values.
OLIVINE
experimental data optimized data
[ref 21] Fe at M1 Fe at M2
atom| X y z X y z X y z

M1 0 0 0 0 0 0 0 0 0

M2 | 0.992| 0.279| 0.25 | 0.992| 0.278| 0.25 | 0.987| 0.278| 0.25
Si | 0.425| 0.098| 0.25 | 0.428| 0.096| 0.25 | 0.429| 0.094| 0.25
Ol | 0.768| 0.092| 0.25 | 0.75 | 0.095| 0.25 | 0.767 | 0.088| 0.25
02 | 0.217| 0.451| 0.25 | 0.208| 0.448| 0.25 | 0.226| 0.451| 0.25
O3 | 0.283] 0.164| 0.035| 0.284 | 0.165| 0.035| 0.284| 0.163| 0.033

PYROXENE
experimental data optimized data
[ref 22] Fe at M1 Fe at M2
atom| X y z X y z X y z

M1 | 0.375| 0.654| 0.874| 0.376| 0.656 | 0.863 | 0.376| 0.655| 0.874
M2 | 0.378| 0.483| 0.367| 0.376| 0.492| 0.358 | 0.378| 0.487| 0.366
Sil | 0.474| 0.337| 0.796| 0.473| 0.336| 0.708| 0.473| 0.336| 0.796
Si2 | 0.272| 0.341| 0.052| 0.274| 0.341| 0.049| 0.272| 0.341| 0.058
O1 | 0.562| 0.337| 0.799| 0.562| 0.34 | 0.790| 0.562| 0.335| 0.798
02 | 0.312| 0.501| 0.053| 0.314| 0.5 | 0.041| 0.313| 0.501| 0.056
O3 | 0.447| 0.204| 0.595| 0.448| 0.195| 0.597| 0.447| 0.199| 0.597
O4 | 0.184| 0.338| 0.041| 0.185| 0.344| 0.027| 0.183| 0.337| 0.046
O5 | 0.435]| 0.484| 0.696| 0.431| 0.48 | 0.683| 0.433| 0.485| 0.695

O6 | 0.303| 0.231| 0.824| 0.304| 0.21 | 0.832| 0.303| 0.228| 0.833
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lations, Fe appears in its high spin state, with a finite magnetic moment of abqug atthe Fe site.
The spin polarized calculation within the framework of LDA yields a metallic solutah fully filled
Fe d states in the majority spin channel, and partially filled fstates in the minority spin channel.
It is therefore expected that the inclusion of missing correlation effectDA,Lwithin the partially
filled Fe bg manifold would lead to opening up of a gap through formation of Mott-Hubbesdlator.
The LDA+U calculations confirm this expectation.For all the LDA+U calculagjome have fixed the
value of U at 4.5 eV while the Hund’s exchange J is chosen to be 0.8 eVdutted to consider the
multi-orbital situation).

Fig. 3.3 presents the LDA+U density of state (DOS) for olivine (FeMg$&dd pyroxene (FeMg(SK),)
projected on to Fe-d, O-p, Mg-sp and Si-sp states. Here, the zero enéngy is set at the top of the
valence band. In these calculations, one of the octahedral sites owtvail&ble have been assumed
to be occupied by Fe and the rest by Mg. We show the density of statesfoepghesentative cases
where the Fe(Mg) atoms have been put at M1(M2) sites, since the gatssds of the density of states
remain same in different site occupancies. We can see from the DOS gdldhéhislg and Si states
remain empty with negligible contribution in the occupied part of the DOS. Thsityeof states close
to Fermi energy is mostly dominated by O-p and Fe-d derived states, indieasiingng hybridization
between Fe-d and O-p. The d-p hybridized bands extend from -9e¥\oirt case of olivine and
-11eV to 5eV in case of pyroxene. The split out states at the bottom ofidyed manifold in case of
pyroxene in the energy range of about -11 eV to -9 eV arises out Af@8l O3B oxygens which are

not connected to M1 site.

3.3.3 Total Energy Calculations - Site preference

The results of our total energy calculations within the framework of LDApErformed using our
optimized geometries for olivine and pyroxene is shown in Table Ill. Wetfiadlin case of pyroxene
when Fe is in the M2 site the total energy is much lower, compared to when ipiescihe M1 site,
the energy difference being 153.89 meV (1786.11 K) per Fe site[27hc&l&e occupying M2 site

is the stable, preferred configuration in case of pyroxene. This riesnltaccordance with published
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Figure 3.3 Partial DOS of olivine(top panel) and pyroxene(bottom panel) projected
Fe-d, O-p, Si and Mg. Within each panel the upper(lower) sub-pemreésponds to ma-
jority(minority) spin. The negative of DOS has been plotted for the minoritynonkhfor
clarity.
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Table 3.3LDA+U total energies for olivine and pyroxene with Fe atoms placed at the M
sites and M2 sites respectively.Energy differences between the the niiguwations are
listed in the last row.

olivine pyroxene
site Energy(eV) site Energy(eV)
Fe at M1 -218.04133 Fe at M1 -644.2392
Fe at M2 -217.89932 Fe at M2 -645.4710
Energy difference Energy difference
per Fe=35.48 meV (411.83 K) per Fe = 153.89 meV (1786.11 K)

experimental results, where a strong preference of Fe for M2 site des feported [3, 4]. Having
succeeded in arriving at the correct description of site preferenwasimof pyroxene, we can conclude
that our methodology successfully describes complicated mineral strudtieece, we next extend
it to the case of olivine, where the situation is rather unsettled. In casevirielour total energy
calculations show a preference for M1 site, the energy difference 13548 meV (411.83 K) per Fe
site.

Total energy calculations performed at lower concentrations of Fe imelive, 25% (2 Fe atoms
per unit cell) and 12.5%(1 Fe atom per unit cell) also show a preferefnee for M1 site. For 25%
concentration of Fe we obtain a energy difference of 43.97 meV (51K342r Fe atom, whereas
for 12.5% concentration, the energy difference is found to be 60.01 88¥.522 K) per Fe atom.
The quoted values are obtained by taking the average of energy difterevhere the two Fe sites are
placed at six different configurations in case of 25% concentratiorffiandifferent configurations in
case of 12.5% concentration.

Further, attempts made to simulate the hydrostatic pressure by varying thgrexqtelly measured
lattice constant at ambient pressure, do not seem to alter the conclugierpaéferentially occupying
M1 site. The energy difference were found to change by about 3% &tvange of lattice parameters

by 2%.



Chapter 3 Site preference of Fe atoms in Olivine(FeMgpand Pyroxene(FeMg(Sgd) studied by

68 density functional calculations
20 I T I T I T I T I T
— Feat M1

15

S Fe at M2

? '

—|

&

=

g

%

2

=

b

&£

@

o

Q -

DOS(states/unitcell-eV)

-20

T T T/ -
Energy (eV)

Figure 3.4 Comparison between total DOS for olivine and pyroxene with Fe at M1 and
M2 sites in olivine (top panel) and pyroxene(bottom panel). The solid amdakhed lines
correspond to DOS for Fe at M1 and M2 respectively. Inset shovenkarged plot of DOS
focused at the bottom of the conduction band.
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Figure 3.5 Charge density plot of olivine projected onto #eplane. Top panel shows Fe at
M1 site and Mg at M2 site. Bottom panel shows Fe at M2 site and Mg at M1tdDomalues
arepp=0xnxe~/(a.uf whered = 0.002 and n labels the contours. Note enhanced covalency

for Fe at M1 (top panel) compared to Fe at M2 (bottom panel).
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3.3.4 Discussion

In order to explain our results, we perform a structural comparisonaaadl/sis of the olivine and
pyroxene crystal structures. These are summarized in Table IV. Wehiatdhe distortion of M2@
octahedral unit in case of olivine is about 2 times larger than that of MMhereas, in the case of
pyroxene, it is 3 times larger. The octahedral size analysis shows thit2fg octahedra is larger
by 17% as compared to M%0n case of pyroxene while it is only 5% larger in case of olivine. The
M10Og and M2Q structural difference is therefore much larger in case of pyroxenerapared to that
of olivine. We know that the ionic radius of F&0.76 ) is larger than that of Mg (0.72 ) by 0.04 . The
mere size consideration would hence imply that'Fehould preferentially occupy the larger of the two
octahedral units, M2 in both pyroxene and olivine. Although, our totafgncalculations find such a
preference in case pyroxene, it shows that'Rerefers the smaller M1 site in case of olivine, which
is against what is predicted using geometry. Hence, the simple size catsidevorks for pyroxene
which has a large structural difference between M1 and M2 sites, laiisitrfi the case of olivine, where
the structural difference between the M1 and M2 site is small. We note thakzthargument is based
on the concept of isolated MEk@&nd M2Q; octahedra and does not take into account the connectivity
of M1 and M2 sites to other sites which is different between olivine andygyre. The connectivity of
these octahedral units to their respective crystal environment shoolb&lksn important parameter in
the determination of site preference, which we will bring in next in our aiglys

In order to determine the microscopic origin of site preferences, we npeidiccomparison of the
density of states(DOS) in two cases : (1) where the Fe atoms have beiatogutl and (2) where Fe
atoms have been made to occupy M2 sites, the concentration of Fe-Mg l@eb® Sor both olivine
and pyroxene. While the gross features of the density of states aré folre similar between M2
occupied F&" and M1 occupied F& situations, with occupied part of the spectrum being dominated
by O-p and Fe-d, the two density of states differ in finer, minute details. Tffeeahce between DOS
for Fe occupying M1 and M2 sites respectively, appears to be morepneed in case of pyroxene
than in case of olivine. This is but expected, because of the largetwstldifference between M1

and M2 in case of pyroxene compared to olivine. The DOS shows a mmdf2.18 eV for olivine
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with Fe occupying M1 site as compared to a band gap of 2.16 eV with Fe doguM2 site. In
contrast, for pyroxene the band gap is found to be 3.06 eV for Fe in M2asde2.30 eV for Fe in
M1 site. Larger band gap points towards greater stability in terms of lowefibhgra energy. Hence,
the band-gaps computed also support the results obtained from totgy eadsulations. The lowering
of energy levels can happen through increased co-valency ef¢wiebn metal d and neighboring
oxygen p states.. In case of pyroxene, the M1 site is connected to omlpXggen sites out of the
six in-equivalent O sites, whereas M2 is connected to all the in-equivaegens. Hence, because of
this greater connectivity, there is an enhanced co-valency effeE&faitting at M2 site which works
hand-in-hand with the larger volume effect at M2 site, resulting into a stpoefigrence of F& for
M2 site. In case of olivine, the M1 site forms chains by sharing the oxyglgeseof neighboring
octahedra while M2 sites form a network with corner shared oxygens fiighboring M2-octahedra
resulting in reduced connectivity for Fe at M2 as compared to M1. Thisesaan enhanced covalency
for Fe occupying M1 site, which is sufficient enough to overcome thelaige effect of M2 occupied
situation. Fig. 3.5 shows the charge density plotadmplane for olivine with M1 sites occupied
by Fe(top panel) and M2 sites occupied by Fe(bottom panel). The Fes&eoay is found to be
much stronger for the M1 occupied case compared to M2 occupied dasiagafurther the arguments

presented above on a strong footing.

3.4 Conclusion

In conclusion, we have carried out a thorough study of the site prefergroblem in case of silicate
minerals like olivine and pyroxene using first-principles electronic strectaiculations within the
framework of density functional theory. While the experimental situatiorriglé@adicates a preference
for M2 site over M1 site for Fe in case of pyroxene, the situation in caséwfi® was debatable. Our
calculations al = OK from a purely qguantum chemical point of view found a strong prefexémwards
M2 site for pyroxene in agreement with experimental finding, whil€ at OK preference towards M1

site has been found for olivines. Our study finds the important role adleoey in deciding the site
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Table 3.4size and structural distortion of octahedral units

OLIVINE

site | average M-O| volume of MQ; | RMS deviation of

bond length octahedron | M-O bond length

M1 | 212878 | 12.8612 (R)3 0.04074
M2 | 2.1611% | 13.4575(R)3 0.0784°
PYROXENE

site | average M-O| volume of MQ; | RMS deviation of

bond length octahedron | M-O bond length

M1 | 2.0917R 12.2022 (R)3 0.0592%
M2 | 2.2029A% 14.2536 (R)3 0.1842R

preference in addition to size effect. Carrying over from this point, in the chapter we present the
effect of finite temperature on the site preference of Fe in olivine, whiehriizich debated topic in
the geo-sciences community. Our zero temperature results and analysissasted in this Chapter,

forms the basis of the finite temperature calculations that follow up in the neyit€h
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Chapter 4

Crossover of cation partitioning in
olivines : a combination of ab-initio and

Monte carlo study

In this Chapter, we report our studies based on a combination of ab-initinaie structure and Monte
Carlo simulation technique on the problem of cation partitioning among in-dguivactahedral sites,
M1 and M2 in mixed olivines containing Mg and Fé* ions, with increasing temperature. We find
that there is no reversal of the preference of Fe for M1 over M2 ametibn of temperature. Our
findings do not agree with the experimental findings of Redétial. [1] but are supported by those of

Heinemanret al. [2] and Morozovet al. [3].

4.1 Introduction

It has long been recognized that non-equilibrium cation ordering in nigweright provide a means to
measure cooling rates of rocks. Such kind of studies have been porfg/rroxene [4], Al/Si order-

ing in alkali feldspar [5] and Mg/Fe ordering in amphiboles [6]. These railsdveing comparatively

This chapter is based dthys. Rev. B1, 155105 (2010)
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complex, such kind of phenomena may easily get obscured by displdge pransitions and exolu-
tion phenomena. Hence, in this chapter, we deal with a structurally simplerahptease, olivine [7].
We have already shown in the previous chapter that due to differenegsitabographic environment
of the two M-sites as well as in the chemical behaviouFef andMg?* cations, Fe prefers to occupy
a certain octahedral site @t= OK. As an extension to this, here we study the temperature dependence
of the site preference and hence the ordering/disordering of Fe-inMg olivine(FeMgSiQ). Such

a study becomes important because it is directly related to the physicakjesps the crystal and
thermodynamic properties of the crystal assemblages. A knowledge off¢iceseof temperature (in
addition to that of pressure and composition) on the non-converggnirj&f-site ordering/disordering
of the octahedral cations is essential for a thorough understanding tiiehmodynamic, petrological
and geophysical properties of the phase. Most importantly, the ability tondiete the cooling rates
of olivine from partitioning of the cations over the structurally distinct M1 &n@ octahedral sites
would be invaluable in explaining a large number of issues. For examplenastrombolian type er-
ruptions could be distinguished from erruptions involving less rapid cwenon the basis of expected
differences in M-site partitioning of olivines contained with-in them. Morepitecould resolve the
serious disagreement over whether alkali olivine basaltic sills cooledlyapydprocesses involving
convection [9] or more slowly, by method of conduction [10]. Determinatibnamling rates, also
known as "Geo-speedometry”, from intra-crystalline cation partitionimgadtels precise and accurate
knowledge of site occupancies over a large temperature range.[11]

In the case of the olivine structure, since the two inequivalent octahsitea M1 and M2 have
similar geometries as opposed to other structures such as pyroxeneshib@ew it makes the pre-
diction of site preference of Fe in mixed Fe-Mg olivine difficult and heneepttoblem interesting and
much debated. An enormous amount of contradictory reports have bééshed over a long time in
this regard. We have theoretically addressed this site-preferendemrobolivine atT = OK using a
first principles study[12], which has been extensively discussed iprihgous Chapter. For complete
understanding of the site-preference problem, further knowledgesdéfthcts of temperature on the

ordering/disordering of the cations occupying the octahedral siteséstéds In the case of Fe-Mg



4.1 Introduction 79

olivine the temperature variation of ordering/disordering is also highly tispand has been debated
for over a long time, the problem being still very much alive and burning till.date

As already introduced in the last Chapter, the site occupancy is quantitatymesented by a
distribution coefficienKp, for intra-crystalline partitioning of cations among the two inequivalent oc-
tahedral sites M1 and M2. Since, we have extensively used this param#ier chapter, we feel it is
worthwhile to describe it once again here. For mixed Fe-Mg olikipas defined as follows :

Ko — [(Fe)m1-(Mg)m2] (4.1)

[(FE)m2.(Mg)m1]
where Fg1(Mgm1) denotes the atomic fraction of Fe(Mg) at M1(M2) site. Hence wKgn= 1, it

represents complete disorderp K 1(Kp < 1) indicates the preference of Fe to occupy M1(M2) site.
There have been a large number of experimental studies reported vaativith site preference
of Fe with increasing temperature in Fe-Mg olivine. As early as in 1973, SenydiHazen[13] found
using X-ray diffraction studies that Fe orders more and more into the smallesité with increasing
temperature. Later reports include those by Artatlal[14] and Rinaldiet al[?, 15], who performed
in-situ single crystal neutron diffraction studies on natural olivines QFaid Fal2, where Fa stands
for fayalite and the number following it represents the percentage of Fe ioctiahedral sites, the rest
being Mg) at temperatures upto 13@0 They found F&" to be initially enriched into M1 site. However
beyond a certain critical temperatux®00°C, the site preference was found to be reversed. Given the
existing knowledge of other minerals, such reversal of site prefeismreunexpected phenomena and
therefore interesting. A similar behavior was found by Redggral[1] for synthetic polycrystalline
olivine (Fa50). In this study the state of complete disorder was reache@Cf C, beyond which the
site preference of Fe was found to reverse. This order/disordexlnelas reported by the experimental
studies mentioned above are in direct conflict with a large number of reqaniisas that of Heinemann
et al[17] obtained using single crystal diffraction studies, Mdssbauertgmmopic studies done on
powdered olivine sample by Morozat al[3], results obtained by performing X-ray diffraction on
single crystal olivine by Heinemaret al[2] and more recently the results of Abétial[19] obtained

by performing Mossbauer spectroscopic studies on powdered samiaas.of these studies find the
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site preference of Fe to get reversed at elevated temperatures. Sdhesektudies (Heinemarrh
al. 1999, 2000) [2] [18] point out that the discrepancy between the fiysdry the group of Redferet

al. [1] [14] [16] and others lies in the incorrect correlation between the sitejpancies and the cation
thermal displacement parameters which have been used in the study leyriRedfl[1] to derive the
Kp values. Therefore although the atomic co-ordinates reported in the sjuRedfernet. al. [1]
are essentially correct, the reported site occupancies are not. Argunaetbeen further provided
in favour of the "no-cross-over" partitioning scenario by considetfiregtemperature dependence of In
Kp known for other transition metal-Mg olivines.

In order to resolve this controversy we have performed a purely ttiearstudy on a 50 : 50
FeMgSiQ olivine using a combination of classical and quantum mechanical tools. Twestef our
knowledge, no such theoretical studies have been attempted so faestloéthe Chapter is organized
as follows. We have constructed a lattice gas like model based on the @¥sizture of olivine,
which we use to address the problem of site preference. This is followduy uhe result section
consisting of several different sub-sections: we start with a disausdiohanges in crystal structure
upon increasing temperature, as reported by Reddeai[1] and Heinemanret al[2], followed by
description and comparison of the parameters of the lattice gas model extattef first-principles
DFT calculations carried out on crystal structure data of Redéeal. [1] and Heinemanret al. [2].
The next Subsection under the Results section descripeskies obtained from our theoretical study

and its comparison with existing experimental results. Finally we presenuounary and conclusion.

4.2 Lattice Gas Model

Fig. 4.1 shows the olivine crystal structure projected onthplane. The zig-zag lines as seen in the
figure connect M1 and M2 octahedral sites lying in the same plane.Thasespae in turn stacked
along the crystallographia axis with little connection between them. Based on this crystal structure
information, we introduce a 2D lattice gas model, to address the issue of ditegmee. We consider

the olivine structure to be projected on to the 2D lattice in crystallogrdpitane, where we consider
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Figure 4.1 Crystal structure of olivine projected on tbe plane. Large, medium and small
atoms respectively designate cations(Fe,Mg), Si and O atoms. Thenl@dfdehedra are
the M1Q; octahedra and the green(light) octahedra are the dM&tffahedra. The three dis-
tinct oxygen atoms O1, O2, O3 have been marked. The solid lines depizagighains

connecting nearest neighbour M1 and M2 octahedra.

Figure 4.2 Schematic diagram of olivine projected @ plane with silicon and oxygen
degrees of freedom integrated out. The open circles represent Mlasitefilled circles

correspond to M2 sites.

only the M cationic sublattice, as that is the relevant lattice for site prefer@imeeSi and O degrees of
freedom have not been considered explicitly. These degrees dbfreare assumed to be taken into
account in quantum chemical calculation of the parameters of the model. Aoneghabove, since
the olivine structure is almost layered with little connection between out of ptetellic sites, such

an approximate model is expected to capture the basic phenomena.
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Fig.4.2 shows the 2D model under consideration. The bold line is indicatitleeafig-zag chain
formed by nearest neighbor M1 and M2 sites. The interchain M1-M2 beigis as indicated by dotted
lines, form second near neighbour pairs. We model the site prefeoéria@on this lattice within an
Ising like spin model. We consider a pseudo-spin variaktet$, with S=+1(—1) denoting Fe(Mg).

A model Hamiltonian involving the pseudo spins can, then be written as follows:

H = 33SS+YYSS —hy S (4.2)
1) 1)’ |

s § 4S

—hs<i6%l 3 ie%z 5 >+C.

Here,

J = is the chemical interaction energy between the first nearest neighloamstied by and j,
and

J' = is the chemical interaction energy between second nearest neighboatsdibyi andj’.

The chemical interactions between Fe and Mg are expected to be shgetirafhe interactions
beyond second nearest neighbors are therefore neglected. fihef 3igndJ’ decide whether similar
or opposite kinds of pseudo spins (representing Fe and Mg) aragloefes first and second nearest
neighbours, respectively.

h = The third term in the expression, involvirigis a magnetic field like term, which gives the
difference of chemical potential between Fe and Mg. For Fa50 wheregfdg ratio is 50 : 50, the
contribution from this term vanishes.

hs = The fourth term in the expression, represents the site preference, gmtnoke of site pref-
erence being given by the paramdigrThe positive value dlfis indicates Fe having preference for M1
site and the negative value indicates the opposite. All the factors thatlaecoeto be responsible for
the cation ordering such as the metal-O covalency [12] and the geomeizeaffect are considered
to be captured bips.

C = is a constant which sets the zero of the energy.
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4.3 Results

4.3.1 Variation in crystal structure of olivine with increasing temperature

We first examine how the crystal structure of 50-50 olivine varies with teatpee as determined
experimentally. There are only two crystal structure data available in thetliteravhere the variation
of the crystal structure with temperature has been reported over a wige, rramely, by Redfert al.
[1] and Heinemanet al. [2].

In Fig. 4.3 and Fig. 4.4 compare the structural parameters of our intexestly the volumes of
M10Og and M2Q; octahedra extracted out of the crystal structure data obtained by Heinexnhal.
[2] and Redferret al. [1]. Considering the crystal structure of Heinemaetral. [2] the M1-O and
M2-O octahedral volumes are seen to increase monotonically as tempésanoeeased. A plot of
the difference in M1-O and M2-O volumes with temperature(Fig. 4.4) is hémasd to be more or
less flat and featureless, apart from small fluctuations at higher tetapesaThe crystal structure data
measured by Redfemt al. [1] produces the M1@volume that increases at a slower rate compared to
M20Og octahedral volume below600°C, beyond which it increases faster than that of M@&Ctahedral
volume, leading to the conclusion that the thermal expansion of dMid M2Q; octahedra reverses
at a critical temperature. As a result the difference in MB0d M2Q; octahedral volumes exhibits a

minima around~600°C as shown in Fig. 4.4.

4.3.2 Determination of the parameters of the model Hamiltoran from quantum me-

chanical total energy calculations

To determine the values of the parametgysl, J’ andC [26], we have carried out DFT calculations for
four different configurations of M1 and M2 sites in a Fa50 olivine assshim Fig. 4.5. The energies
hence obtained for these four configurations are then substituted in thed kiaiohiltonian which are
solved to determine the four unknown parametgrd, J’ andC. DFT total energies for configurations
as shown in Fig. 4.5 (marked as U1-U4) on DFT optimized crystal structufe=a0OK give rise to

values:
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Figure 4.3 Temperature(in degree C) dependence of volume of M1 and M2 octaljiedr
3). The black(dark) curves are from Heinemaginal. [2] crystal structure data and the
brown(light) curves are for Redfemt. al.[1] crystal structure data. Solid(dashed) lines con-
necting data points represented as circles(squares) represen)MgMmes respectively.
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Figure 4.4 Difference in volume between M1 and M2 octahedra3jirvs temperature (in
degree C). Black(dark) and brown(light) curves represent the mlztdas corresponding to
Heinemanret al. [2] and Redferret al.s [1] crystal structure data respectively.
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Figure 4.5Four different configurations of the olivine unit cell. The first columnacle cell
represents M1 sites, whereas the second column represents M2 sitéesl Mg atoms have
been marked with red and green respectively.

hs=0.021eV,J=0.003 eV ,J’=0.001 eV andC=-218.288 eV.

Hence keeping aside the parameter C which sets the zero of the eneryyd weat the value of
hs which is a order a magnitude larger than thad @ndJ’, has the dominating effect. This trend has
been also previously seen in another mineral which is also a major constifuibiet upper mantle of
the earth, namely, garnet[24].

Within DFT, we are unable to produce the temperature dependent crirstetuse data which
demands computer extensive ab-initio molecular dynamics by Car-Paring]ldfizhe next step, we
therefore recalculates, J, J’ andC over a wide range of temperature using the crystal structure data of
Redfernet al[1] and Heinemanet al [2].

Fig. 4.6 shows the variation df J' andhs as a function of temperature for the two different sets
of crystal structure data as provided by Redfetral [1] and Heinemanret al [2]. The parametehs
is found to follow roughly the same variation as the volume difference of M2ledtahedra, while
the parameted exhibits weak temperature dependence. The second nearest neigtibractionJ’,

though, shows some variation, particularly for the crystal structure gaRedfernet al [1].
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Figure 4.6 Variation ofhg, J, J’' as a function of temperature (i), as given by Heinemann
et al[2] crystal structure data(right) and Redfesal [1] crystal structure data(left). Black-
solid curve(dark-solid) represerig brown(light) curve represenfisand black-dashed(dark-
dashed) curve represerdtsn both the graphs.

4.3.3 Determination of Kp value from MC simulation

Considering the constructed lattice gas model with inputs from first-prindipialsenergy calculations,
we performed Monte Carlo (MC) simulations to find out Kt various temperatures.

The calculated In K values are shown in Fig. 4.7. For comparison, we also plot theslndfues
as obtained by Redferet. al. [1] and Heinemanret. al. [2]. Our results are found to be in clear
conflict with Redfern’s work [1] which indicates a crossover partitionfigre at 600C (positive and
negative values of InK indicates preference towards M1 and M2 sites respectively). Outsesuthe
other hand indicates that all throughout the temperature range Feategrego M1 site which follows
the trend suggested by Morozet al. and Heinemanet al [2].

The site preference of Fe in olivine is decided upon by two competing &dter Fe-O covalency
and the geometric size effect. The co-valency effect prefers thgpaocy of Fe at M1 site, while the
geometric size effect prefers the occupancy éffehich is larger in size compared to Kig at M2 site
[12]. Considering the crystal structure data of Redfgral[1], at very low and very high temperatures

the size difference between M1 and M2 is not significant. As a resulatanuy is the dominant factor
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Figure 4.7 Variation of In Kp with inverse of Temperature (in #). The upper panel
shows the experimentally determined values whereas the lower panebgivereeoretically
obtained values for InK obtained using experimental crystal structure data measured by
Redfernet al [1] and Heinemanmat al [2] at various temperatures. In both the graphs the
black(dark) curve represents Heinemann et al and the brown(lighvg cepresents Redfern.
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and makes Fe prefer M1 site, whereas at intermediate temperaturesC,68@ volume difference
becomes larger, which makes the geometry effect comparable to the ooyeféect of M1 site. This
results in a dip in Inl§ value signaling increase of disorder. The disorder at °€08 also reflected
by J and J’ values which are of opposite sign in this region, though their iimdgrare significantly
small. However, nowhere in the whole temperature range does the sizewmifcbetween M1 and M2
become so large so as to cause a flip in the site preference of Fe. Catisitef the crystal structure
data of Heinemanat al [2] results into much more flatter Indkvs T_1, curve reflecting the relatively

less temperature-sensitive crystal structure data.

4.4 Summary and Conclusions

In this study we have shown that accurate ab-initio calculations can betageddict the nature of
the partitioning of cations in mixed olivines. Going beyond our earlier wog4 fin this subject we
have now tried to examine whether the site-preference of the cationsggonaeeversal with increase

in temperature as has been suggested in literature [1]. For this we hal/a idente Carlo scheme
with inputs from ab-initio calculations, which fix the basic interactions, deterinarethe measured
crystal structure data. Using the data of Redfetral. [1] we show that although, the value Bb
which quantifies the site preference, appears to decrease, initially with ratumee it goes through a
minimum aroundl' = 600°C and recovers to its zero temperature value on further increase of temper-
ature producing a variation ing{In Kp) value but always keeping it greater than 1(positive) signaling
a small but finite preferential site occupancy of Fe at M1 site all througtheutmperature range. On
the other hand, the crystal structure data of Heinenerai [2] produces a more or less temperature
insensitive K value of slightly larger than 1. Our results therefore agree with the expetahferdings

of Heinemanret al[2] and Morozowet al. [3]that there does not seem to exist any cross-over partition-
ing in mixed Fe-Mg olivine system. We however need to remember that the sitpaacy in mixed
Fe-Mg olivine system involves small energies given the fact that the Bfeesthce of M1Q and M2G

octahedra is small as opposed to the case of pyroxene. Accurate det@mof crystal structure as a
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function of temperature is therefore important. Ideally, one may carrytaudtaral optimization of the
free energy to obtain the theoretically derived crystal structures mugtemperature. The use of clas-
sical pair-like potentials appear promising in that respect since fully qua@am®arrinello molecular
dynamics in prohibitively expensive due to that large unit cell and complexkitye system. However,
we are faced with the difficulty that none of the currently available claspm@intial are successful in
capturing the required covalency effect that derives the site preferef F&+ ion towards M1 [12].
Work is in progress trying to improve upon the existing classical potentialall§zisven if equilibrium
state ha¥p > 1 at all temperatures, metastalflg < 1 states may become long-lived and easily ac-
cessible at higher temperatures particularly if the crystal data drivesificagnt variation in k value.
Itis therefore possible that the sample preparation procedures may tilldrech one way or the other

which may produce an out of equilibrium sample with < O.
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Chapter 5

First-principles Simulations of Structural,
Electronic and Magnetic properties of

vacancy bearing Fe silicates

The phenomenon of charge ordering, which is generally observedhiytugrrelated materials involv-
ing transition metals, has drawn the attention of physicists since the days whas first observed
in 1939 by Verway in magnetite. This is because it encompasses within itsefhibemwf novel and
interesting phenomena, such as increase in electrical resistivity, sageitivity and collosal mag-
netoresistance. Anticipating the importance of charge ordering, in thiseshage present our study
of a charge ordered mineral, known as laihunite, which is an oxidatioruptad fayaliteFe,SiOy).
We have simulated the lattice structure of laihunite by introducing appropriatderof vacancies
at the cationic sites as demanded by the reported chemical formula of laihodistualied its struc-
tural, electronic and magnetic properties using first principle density furaittbeory(DFT). Our DFT
simulated structure (which is compositionally close to naturally occurring laihaaitggpound) shows
good agreement in the general trend in the change £8iBg crystal structure upon vacancy introduc-

tion. Our study shows that the introduction of vacancy creates chagg@gdgtionation of Fe ions into

This chapter is based d*hys Chem Minei38259 (2011)
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Fe?t-like and Fé*-like ions with a charge difference larger than 0.5, keeping the valerictiser ions
unaltered. F& -like ions are found to occupy octahedral sites of specific symmetry white-Fee
occupy the other leading to charge ordering at zero temperature. Wetadsothe magnetic ordering

of Fe ions.

5.1 Introduction

As already discussed, the octahedral sites in olivine in general candogpied by divalent cations
M2t (e.g. F&t, Mg?t, Co?t, Mn?"). Large number of studies have addressed site occupancies and
ordering of divalent octahedral cation in olivines [8, 9, 10, 11]. \&echalso addressed the site prefer-
ence problem in Mg-Fe olivine using first principles density function&dwations[12], as presented
in chapter 3. In contrast, much less studies have been carried out faamibearing significant quan-
tities of trivalent cations at the octahedral sites. Laihunite[13, 14, Ib]ntermediate temperature
oxidation product of fayalite[7](F£5i0,), which is the Fe rich end member of (Mg,E8)O;, is the
best known example of such mineral. Published literature on laihunite cordpa@ue of varying com-
position, but follow the general formula [18]xFe_xSiO4 whereld represents vacancies araan
range from 0.24 to 0.5. To the best of our knowledge, though there dgigtexperimental studies
on laihunite, the theoretical studies in understanding this defect structirainimal. This class of
mineral is particularly interesting since it provides the interesting situation ofdwialency of Fe ions,
leading to possibility of charge disproportionation and charge orderik@ &ite that has drawn the
attention of physicists since years, for example in the case of magneti®4)Fk7] and manganites
(e.g. Lag5CasMnO3[18]). In this chapter, we present a detailed study of the structuraltretec
and magnetic properties of laihunite with0.5. For this purpose we start with a pure fayalite mineral
with formula FeSiOy, in which we introduce vacancies to arrive at a compound with chemiaalilar
OosFe 5Si04. The site preference of vacancy formation is determined through firstiples DFT
calculations. Strong electron-electron correlation effect and the magnatise site in high spin state

is achieved through the local spin density approximation (LSDA)+U calcuisitias already explained
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Table 5.1Energy required for creation of vacancy at different atomic sitesyaiife.

site | energy(eV)| site | energy(eV)

M1 6.65 o1 9.99
M2 9.17 02 9.80
Si 10.92 03 9.86

in the Methodology section. The crystal structure of the vacancy intemtifayalite is then optimized
to generate the crystal structure of laihunite. The electronic structureeajtimized structure has
been studied in detail in terms of charge dispropotionationand chargengrde Fe sites. We also
study the underlying magnetic ordering.

The following section contains the results of our first principles simulation wisiclivided into
several sub-sections. Section Il A describes the study of the siteg@met=of vacancy formation while
section Il B describes the optimized crystals structure of laihunite, whichmsefd upon introduction
of vacancies into fayalite. Section Il C describes the electronic and magtetature of laihunite
as calculated within the framework of DFT. The chapter concludes with sigmu and summary in

section Ill.

5.2 Results

5.2.1 Site preference of vacancy

Fayalite, an olivine structured mineral can be viewed as a distorted hexlagjose packed (HCP) array
of oxygen ions (shown in Fig. 5.1A), with half of the octahedral sites arede@ighth of the tetrahedral
sites occupied by Fe and Si respectively. As already discussed itecl3apan olivine structure mineral
has two symmetry distinct octahedral sites: M1, on a centre of symmetry apndrvi2mirror plane.
There is only one distinct tetrahedral site, and three distinct oxygen €ifegnd O2 on the mirror
plane and O3 in a general position. Fig. 5.1B shows the crystal structdeyalite with all the

inequivalent atoms marked. The formation energy of a single vacanctheé.energy associated with
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removing a single ion from the lattice to an isolated state, calculated using LSB#tal&nergies with
plane wave basis are tabulated in Table | for vacancies created orediffétes of pure fayalite. The
theoretical background for calculation of vacancy formation energyblean dealt with in great detail
in chapter 2 of this thesis. We have employed Eqgn 2.126 of chapter 2 whildatalg the vacancy
formation energy. As it is clearly seen from Table I, M1 site is the most pedesite for vacancy
creation, followed by M2 site, while the most difficult site to create vacancy. i&u®ong the oxygen
sites, O2 is found to be more favorable compared to O3 and O1. The forneatérgies quoted in
Table I, were obtained by considering single vacancy in one unit cetiydlite. We have checked
the reliability of our result by considering a supercell of2x<2, the general trend is found to be the
same. The computational effort prohibits us to go to larger supercellgincie, to get an accurate
estimate of vacancy formation energy, one should carry out calculatibmsnereasing dimension of
the cell and check the convergence of the defect energy. Sinceeniatarested in finding out the
general trend in terms of the most favorable position for vacancy formadithrer than an accurate
estimate of vacancy formation energy, the calculated numbers using oneellisierve our purpose.
The previous calculations [26] for Forsterite (B&jO4) using atomistic method of modeling with inter-
atomic potentials which carefully checked the convergence with increasihgjze also find M1 to be

the most favorable position for vacancies.

5.2.2 Crystal structure of laihunite

In order to create laihunite with a formuld sFe; sSiO4 out of fayalite, one needs to introduce two
vacancies in a unit cell of fayalite which contains four formula unit. Followsng analysis presented
in previous section, we choose M1 and M2 sites for creation of this dowddancies. There are in
total four M1 sites and four M2 sites in a unit cell and double vacancieslaaMl M2 site can be
created in six distinct ways. The distinct configurations are shown in ERyaisd the total energies
corresponding to the optimized geometries of these configurations are listedblm 1. As found,
in case of single vacancy, the creation of double vacancies is als@thabM1 sites. Analysis of

configurations with double vacancies at M1 sites, show configuration & td lowest energy, while
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Figure 5.1 (A) Schematic diagram showing the approximate hexagonal closed paaking
oxygen atoms in case of fayalite projected on to blegplane. (B) The total structure of
fayalite. Large, medium and small atoms designate Fe, Si and O atoms. Tlaarky
octahedra are the MIQOoctahedra and green (light) octahedra are M20Ctahedra. The
three distinct oxygen atoms O1, O2 and O3 have been marked. The solicepiesdthe
zig-zag chain connecting the nearest neighboring M1 and M2 octahedra
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(1) (2) 3)

(4) (5) (6)
Figure 5.2 Schematic diagram showing different configurations with all possible ways
which two vacancies can be created at the metallic sites in fayalite. The Si dedr@es
of freedom have been omitted out from the figure for clarity. Red (damk) green (light)

filled circles represent M1 and M2 sites respectively. The empty circlpeidine vacant
octahedral site.

the energy of the configuration where two vacancies sit in two neighborihgitds are significantly
higher. This indicates that the vacancies do not favor cluster formation.

In the following, all the analysis are therefore carried out with configunatio The distortion of
the HCP network of oxygen ions upon introduction ofFeations and Si ions at the octahedral and
tetrahedral sites gives the fayalite crystal structure orthorhombic symmvétryPbnmspace group.
The introduction of vacancies in fayalite further reduces the symmetry. optimized geometry in
configuration 1 turned out to be that of triclinic. A comparison of the latticestaois between fayalite
with and without vacancies show(see Table Ill) substantial contracliomy & andc axis when vacan-
cies are introduced, which as expected, leads to an overall reductiba ohit cell volume. While in
fayalite there are six distinct classes of atoms, the lowering of symmetry iarre®f vacancies gives
rise to 14 different classes of atoms as listed in Table Ill. Table IV lists thesponding atomic posi-
tions. Fig 5.3 shows the geometry optimized structure of configuration 1 with cistass of various

atoms marked. In case of fayalite the M@@xtahedra centered about Fe2 ions are larger in volume and
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Table 5.2Total energies corresponding to the six different configurations witibigovacan-
cies created at M1 and M2 sites in fayalite as shown in Fig. 5.2.

configuration | Energy(eV)| configuration | Energy(eV)

configurationl| -208.04 | configurationd4| -205.56

configuration2| -207.95 | configuration5| -204.74

configuration3| -206.46 | configuration6| -203.73

more distorted(measured in terms of root-mean-square deviation of thebBadlength) compared

to M1GOg octahedra centered about Fel ion. The introduction of vacanciesdrotiag sFe; 5SiO4 re-
verses this trend (see Table V), in the sense that thedWw2thedra occupied by Fe3 and Fe4 become
smaller in volume compared to Mk@ccupied by Fel and Fe2. In Table V we also list these quantities
corresponding to only available [13] crystal structure data of laihunitofpositionJg 4Fe; SiO;.

We find that although the concentration of the vacancies are differemébe computed configuration

1 and experimentally measured crystal, the general trend in terms of coarpafibond lengths and
distortions between M1£and M2Q; octahedra show good agreement with each other. The lattice con-
stants (a=4.8A% b=10.19A° and ¢=5.80A% and volume [283.9A%)3] of [y 4Fey SiO, also show
good agreement with that of geometry optimized configurationClgefFe, sSiO, (a=4.77A°, b=10.08

AP, ¢=5.73A0 and volume = 275.1A%)3),

5.2.3 Electronic and Magnetic Structure of fayalite with doulle vacancies at the metal-

lic sites.

Basic Electronic structure- In this section we describe the electronic structure of configuration 1
which is basically the fayalite structure with double vacancies at M1 siteayhiife, the Fe atoms are
found to be in high spin state, with a magnetic moment of.8 6

Fig. 5.4A presents the LSDA+U density of states for the vacancy beaymadjte in configuration
1 projected onto Fe-d, O-p and Si-sp states. The zero of the enelgysssat at the top of the valence

band. It can be seen that there is negligible contribution from Si to thep@tpart of the DOS. States
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Figure 5.3 Optimized structure of configuration 1. The various categories of inabprit
atoms have been marked.
Table 5.3 The lattice constants and Wykoff positions for each species for Fayalite-in o
thorhombic space group and configuration 1 in triclinic space group.
a(A%) | b(A% | c(A) atom class coordinates
Fayalite | 4.82 | 10.47| 6.07 Fel 4a (0,0,0),(1/2,1/2,0),(0,0,1/2),
(1/2,1/2,1/2)
Fe2, Si, 01, 02 4Ac (X,y,1/4),(x+1/2,-y+1/2,3/4),
(-X,-y,3/4),(-x+1/2,y+1/2,1/4)
03 8d (X,y,2),(x+1/2,-y+1/2,-2),
(-X,-y,2+1/2),(-x+1/2,y+1/2,-z+1/2),
(-%,-Y,-2),(-x+1/2,y+1/2,2),
(X,y,-z+1/2),(x+1/2,-y+1/2,z+1/2)
config. 1| 4.77 | 10.08| 5.73 Fel a (0,0,0)
Fe2 e 1/2,1/2,0
Fe3, Fe4, Si1, Si2, O1 2i (X,¥,2),(-X,-y,-2)

02, 03, 04, 05, 06, 07,0
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Table 5.4Crystal structure data for configurationl.

space group a(A) b(A%) c(AY) alpha | beta | gamma

P-1 4.76656| 10.07953| 5.72763| 88.5041| 90 90

ATOM X Y Z ATOM X Y Z

Fel 0.0000 0.0000 | 0.0000 Fe2 0.5 0.5 0.0
Fe3 0.9923 0.2712 | 0.2596 Fe4 0.4923 | 0.2287| 0.7403
Sil 0.4397 0.0943 | 0.2501 Si2 0.9397 | 0.4056| 0.7498
O1 0.2233 0.8953 | 0.7627 02 0.2766 | 0.3953| 0.7627
03 0.3252 0.9429 | 0.2381 04 0.1747 | 0.4429| 0.2381
O5 0.2721 0.1696 | 0.0276 06 0.2984 | 0.1791| 0.4592
o7 0.7721 0.3303 | 0.9723 08 0.2015 | 0.6791| 0.4592

Table 5.5 Structural comparison between fayalite, laihunite and vacancy beasiatitéain

configuration 1(double vacancies at M1 sites).

Fayalite(Fe2SiO4) Laihunite | configurationl
M1-O (av. Bond length)A°) 2.15 2.19 2.11
volume of octahedré(A°)3) 13.25 14.01 12.53
M1-O(RMS deviation) 0.05 0.07 0.06
M2-O (av. Bond lengthjA?) 2.18 2.04 2.02
volume of octahedr&(A°)3) 13.81 11.32 10.99
M2-O(R.M.S deviation) 0.10 0.09 0.08
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Figure 5.4 (A) Partial density of states for configurationl as shown in Fig. 5.2 piegjec
onto Fe-d, O-p and Si-sp states;(B) Partial DOS showing the Fe-d oritBefat M1 site;
(C) Partial DOS of Fe-d orbital for Fe at M2 site. Within each panel thest(gver) sub-
panel corresponds to majority(minority) spin. The negative of DOS hes pltted for the
minority spin channel. The zero of the energy is set at the LSDA+U calcliemi energy
(drawn as vertical dashed lines in (B) and (C)).

close to the Fermi level are dominated basically by O-p and Fe-d wherettioegly hybridize. The
d-p hybridized band extends from -9.5 eV to 4 eV.

Figs. 5.4B and 5.4C show the Fe-d density of states projected onto Fekaraddms occupying
M1 sites and Fe3 and Fe4 atoms occupying M2 sites, respectively. Fgargimdown spin channel,
it is found to be nearly empty for Fe atoms occupying M2 sites while it is partiallydfiibe atoms
occupying M1 site. This gives rise to charge disproportionation betwedaorfs occupying M1 (two
in number) and M2 sites (four in number), with those occupying M1 sites beoge to F&" and
those occupying M2 sites being close t¢FeThe charge difference between the two are found to be

about 0.55. This leads us to conclude that the Fe ion in mixed valence st&fe fie[gsFe; 5SiOs,



5.2 Results 103

charge disproportionates in following matter: €& — 4 Fe™ + 2 F€t. The magnetic moments

of Fe sites occupying M1 and M2 sites are found to be87and 4.3up respectively, supporting
the charge disproportionation between M1 and M2 sites. The preferectabancy of F& like

ions into M1 sites and that of Be like ions into M2 sites give rise to a charge ordered pattern as
shown in Fig. 5.5. The charge density has been calculated in a narrogyem@dow close to the
Fermi-level. Within this energy range, there is negligible contribution fromtRéd2a(which is close

to the 3+ state), whereas for Fe at M1 (which is close to the 2+ state) therghigrja peak in the
down spin channel of the d-orbital. This peaking as already stated, i®odbe presence of a single
electron in the down spin channel for Fel and Fe2 in high spicodfiguration. The charge density
calculated in this energy interval therefore shows the accumulation adelaound M1 site, whereas
the M2 site remains devoid of any charge. This charge ordering is doyehe structural distortion
that happens due to introduction of vacancy. In our earlier communicatonawe shown that for a
mixed Fe-Mg olivine system, Bé prefers to occupy the smaller sized M1 sites which is driven by
the delicate balance between size consideration and co-valency effade é Fe-O co-valency is
similar between F& and Fé*, their ionic sizes are rather different: ¥ecation (0.76A0) is larger
than FEé* cation (0.65A%. The introduction of vacancies on the other hand reduces the volume of
M20Og octahedra substantially, making them smaller compared todt@hedra. It is therefore mere
size consideration that dictates the preference of M2 sites by Ifke ions and M1 sites by Fé like
ions.

Magnetic Ordering- Finally, we turn on to magnetic ordering of Fe ions. The magnetic interaction
between partially filled Fe ions mediated by oxygen ions are expected to be-exghange driven
anti-ferromagnetic interaction. In case of fayalite the antiferromagneter dvaks been confirmed both
experimentally and theoretically [28, 6]. There are however two antfeagnetic configurations
that are possible as shown in Fig. 5.6. In one case (configuration A)dlspiRs within the zig-
zag chain consisting of neighboring M1-M2 sites are anti-ferromagnetiaitiped while the inter-
chain interaction is ferromagnetic. In the second case (configuraticthd)ntra-chain interaction is

ferromagnetic while the inter-chain interaction is anti-ferromagnetic. Thedo&gies corresponding



Chapter 5 First-principles Simulations of Structural, Electronic and Magnedfgepties of vacancy
104 bearing Fe silicates

Figure 5.5(Color on-line) Charge density plot for fayalite with double vacancies hshts
as in configuration 1. Contour height is set at 0.06%/.

to both magnetic configuration A and B are listed in Table VI corresponding terelift vacancy
configurations. In all case, the magnetic configuration B, which satisféd ister-chain interaction
between corner sharing Fg@ctahedra and FM intrachain interaction between edge sharing FeO
octahedra are found to be stable. The same magnetic arrangement viascbatso for pure fayalite
compound [6]. Note, this leads to strong AFM3FeD-Fe*t superexchange between corner-shared,
interchain M1@Q and M2Q; octahedra while the edge-shared interactions betweengMh® M2Gy
octahedra within a given chain remains FM. Though the strong AFM nafiméeochain Fé"-O-Fe*t
superexchange is in agreement with the predictions of Kan and Coe[#IDFT predicted magnetic
configuration is different from that by Kan and Coey, which would leathtgnetic configurations
with no specific spin arrangement within a given chain. We found that th@etiagstructure proposed
by Kan and Coey to be about 160 meV higher in energy than that givereldyRfi predicted ground

state magnetic structure(config. B).

5.3 Conclusion

We have carried out first-principles calculation of fayalite compound imtooduction of vacancy. Our
study consists of structural optimization, study of electronic and magnetatusteu Our first-principles

optimized geometry with two vacancies introduced at preferred M1 cationgisigeunit cell of four
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Table 5.6 Total energy of the three structures with double vacancies at M1 sites twthe
types of possible anti-ferromagnetic configuration as shown in Fig. 5.2.

configuration AF order

configuration A| configuration B

energy(eV) energy(eV)

configurationl -208.48 -208.62
configuration2 -208.57 -208.70
configuration3 -206.92 -207.02

BRI
3 %

Figure 5.6 [The two possible anti-ferromagnetic order in fayalite] The two possible anti-
ferromagnetic order in fayalite. Solid lines show the intra-chain and ddstexishow the
inter-chain interactions. Red (dark) and green (light) filled circles sspreM1 and M2 sites.
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formula units leading to a chemical composition_gfsFe; 5SiO, show good agreement with the struc-
tural details of naturally forming, vacancy bearing compound, laihuniteraifilall 4Fe; ¢SiO4. This
provides reliability of DFT calculations in description of complex minerals wittede$tructure. The
study of electronic structure shows that the introduction of vacancy teadsarge disproportionation
at Fe site, with F&" like ions occupying octahedra of site symmetry M1 of the fayalite lattice aft Fe
like ions occupying octahedra of site symmetry M2 of the fayalite lattice. Thisusezhby the specific
site preference of the vacancy formation and the accompanying stiuetiaseation, which reverts the
size relationship between MXGnd M2Q octahedra of the original fayalite lattice. The preferen-
tial occupancy of F& like and Fé* like ions in M1 and M2 sites leads to charge ordering within
the zig-zag chain of M1-M2 at T=0K which are found to be antiferromégally ordered. Finally,
our first-principles prediction of charge ordered state in laihunite lists thigopoond in the category
of compounds with interesting charge ordering properties like like mangamitesagnetites, which
should be experimentally verified. This may lead to study of charge oiderelr transition as a func-
tion of temperature, possible melting of charge-ordered phase by eleelditdiname a few. From the
point of view of geological interest, our study will form the basis of stuflyacancy diffusion in Fe
bearing olivines, known as the transition metal extrinsic diffusion [30]is kKind of diffusion is de-
termined by both chemical potential and temperature as opposed to purddrariastrinsic diffusion
and therefore depends on the ratio of Fand Fé" which would change dynamically as the vacancy

propagates. We present our study of vacancy diffusion in Fe congadfiirines in the next chapter.
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Chapter 6

Vizualizing frozen point defect tracks in

Fe containing olivines.

Trajectories made by point defects, like vacancies, during migration pdigrttatain a wealth of
valuable informations [1] about the environment within which diffusion hksrnglace. For instance,
in the case of free diffusion, the tracks are nearly isotropic, while in tise cé directed diffusion,
which occurs in the presence of temperature or stress gradient, eldhgates are produced. Infact, a
study of diffusion tracks left by proteins on cell membrane[2] , is knowyiétd information about the
cell cytoskeletal network.

But, the main challenge here lies in the diréatsitu determination of the vacancy migration, which
is known to be a difficult task. Hence, the other option is to look for indire¢hous for determination
of vacancy migration tracks. We have devised one such indirect methagl assombination of first-
principles calculation and classical Monte-Carlo technique for vizualizafipast tracks of vacancies
imprinted within Fe-containing silicate minerals such as olivine and pyroxere hd\Ve considered
olivine as an example because it is computationally more tractable becauseoftparatively smaller

size of its unit cell as compared to other minerals in this class.

This chapter is based d&PL 98, 29001 (2012)
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6.1 Introduction

Olivine mineral as already stated, has a general for3laiOy, M being a divalent cation. The unit
cell is composed o08i0, tetrahedral units, which are arranged such that they produce two ¢fpes
octahedral voids differing in geometry, named as M1 and M2, which ate|haoccupied by metal
cations. For the present study we focus on Fe-Mg olivine. From gealogfiadies on olivines [3],
it is well known that, on a macroscopic scale, vacancies become fully moblifeabove 1300C.
Therefore, they are in a non-equilibrium state on macroscopic scale eowvithin a temperature
range of 1300 to 6T, or so, vacancies are expected to move over shorter length scalagh Swch
motion is not enough to equilibrate ionic occupancies[4]. It is preciselyithat®n we are interested
in.

We have employed quantum mechanical density functional theory baselhsimuechnique to
determine local site-dependent parametrs such as : defect formatiginesnesite preferences of metal-
licions and migration barriers for vacancy diffusion from one site to amatt@ivine. These parametrs
in-turn act as inputs to a classical model Hamiltonian, which we use to simulaeaadiffusion in
olivine.

This Chapter is organized as follows : The next section deals with reswéisietd using ab-initio
calculations. In this section we first present our results on vacanoyat@n energy at all cationic
and anionic sites in olivine and the dependence of vacancy formatiogyeoerthe concentration of
Fe in the olivine cell. This is followed by relative site preferences of théouarchemical species
such as F&, Fet and Mg. In the last sub-section under section Il, we report the baroientials
for migration of vacancy. In Section Ill we present our 2D lattice gas mtitdlwe have devised to
simulate vacancy diffusion in Fe containing olivine. In the following sectioa,present our results
obtained after performing the Monte-Carlo simulation where we are able t@atlgirvizualize the
path of vacancy migration. Finally we conclude the chapter withn a brief suynofiaur results and

also propose possible experimantal verification of our findings.
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6.2 Ab-initio Results

6.2.1 Vacancy formation energy at all cationic and anioniciges and its dependence on

Fe-content

We have carried out calculations of vacancy formation energies at alfeitédoth iron-free and iron
bearing olivines, though the focus of our study will be on iron-bearihgnes. Similar calculations
have been reported in literature[5] for Fe-free end membes U@y, The vacancy formation energy, as
already mentioned previously, is obtained by subtracting the total enetfg ohcancy-free structure
from the sum of the energies of the vacancy bearing structure and ¢ngyesf the atom in isolation
at which vacancy is created. Due to the presence of defect chgrgesrtain cases, defect-defect
correction of the formE (correction) = ag?/eL is included, wherex is the Madelung constant, L
is the cell length, and is the dielectric constant. Fig. 6.1 shows the vacancy formation energies
at various cation and anion sites, measured with respect to the formatimgy enteVi1 site, the site
at which the vacancy is formed most easily, for both iron-free and iearibg olivines. For iron-
free olivine or Mg SiOq, the order in which vacancy prefers to be created at various sitesnid fou
beM1 > O3 > M2 > 02> O1 > Si. This trend is consistent with the results obtained[6] based on
simulations using classically derived potential parameters. Upon introduwafties, the trend is found
to be altered taVi1 > M2 > O3 > O2 > O1 > Si. What is remarkable is that, upon introduction of
Fe, vacancy is formed with much greater ease at M1 site compared to otkettmtéormation energy
at M1 site being smaller by 2-3 eV compared to other sites. The relative eag@ch vacancy is
formed at M1 site increases with increasing concentration of Fe, as isishdvig. 6.1, considering
two different concentrations of Fe 25% and 50%, and formation endfigyahces between M1 and
M2.

In addition, we also find that the absolute value of the formation energyndspaucially on the
Fe content. This is illustrated in the right panel of Fig. 6.1, where vacamoydtion energy at M1 site,
the site in which vacancy is formed with maximum ease, is plotted as a functionafrfeentration.

We find that there is a sharp drop in the formation energy from about lih @9n-free case to about
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Figure 6.1 (Color online) Left panel: The vacancy formation energy at variotisica and
anionic sites for iron-free as well iron-bearing olivines, measured \egpect to that at M1
site. Black bar, dashed bar and cyan (light grey) bars represenfrie olivine, iron bearing
olivine with 25% Fe and with 50% Fe respectively. The inset shows theatistsucture of
olivine, projected ontdoc plane, with M1, M2, O1, O2, O3, Si sites marked. Right Panel:
The vacancy formation energy at M1 site for various Fe concentratibnfvines. Inset
shows the M-site only sublattice, with M1 (M2) sites marked as small (large). balls

Figure 6.2 (Color online) Plot of magnetization density of olivine containing 37.5% of Fe
(3 sites out of 8 M sites being occupied by Fe) and having a vacancy sitaathe central
M1 site of the lattice. Two of the M2 sites adjacent to vacancy as well aschthsites are
occupied by Fe, rest of the M sites being occupied by Mg.

7 eV by introduction of 12.5% of Fe. Upon increasing the Fe concentratidghdr, the formation
energy reduces further, attaining a value of 6 eV for 50% Fe condmmird he above analysis leads
us to conclude that introduction of Fe, reduces the formation energyaheg substantially as well as
increases the relative ease at which vacancy is formed at M1 site cadriparther sites significantly.

The origin of this dramatic change in the vacancy formation energies lies ia¢héhait while Mg
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can occur only in nominal valence 2+, both nominal valences of 2+ andestable configurations
for Fe. This causes the vacant site in Fe bearing olivine to be neutrppased to pure Mg olivine in
which case the vacancy remains as a charged site. This is reflected ifcthlateal magnetic moments
at Fe sites, for which we find that for each vacancy introduced in theetitwo of the Fe sites possess
higher magnetic moments (4-4.8) compared to other Fe sites having magnetic moments in the range
3.5 - 3.8g. This indicates a charge disproportionation intd#&+9 and Fe(25-9) as shown in the
magnetic density plot in Fig. 6.2. In the chosen configuration, shown in F&j.tlée central M1 site
is vacant, while two of the M2 sites adjacent to vacancy as well as cornaitiElare occupied by Fe,
rest of the M sites being occupied by Mg. We find that the magnetization demsityd the corner Fe
sites being very different from that of the Fe’s at The M2 sites, reflgdicharge disproportionated
situation. Further evidence of the charge disproportionatiofefd -like and Fe3*-like valences, in
the presence of vacancy, is obtained from the density of states plotigwjento different Fe sites, as
presented in Fig. 6.3. The states in the majority spin channel are occupieatiicthe Fe sites, while
in the minority spin channel, all the states are empty for one of the Fe atomapdrially occupied
for the other Fe atom, establishifig*" -like andFe?*-like valences of the two atoms respectively.
The oxygens connected to Fe atoms at M2 site also exhibit different magmatients compared

to those connected to Fe atoms at corners due to large Fe-O covalency.

6.2.2 Relative site preference of B¢, Fe** and Mg

In the next step, we decide on the relative site preferences of theediffenemical ions at various M
sites, by calculating total energies of various configurations. Fig. 6.3 sumesall the results. The
left most panel shows calculations for 25% of Fe in an unit cell, so that & siteof 8 M sites in
the unit cell are occupied by Fe, which upon introduction of vacancyeatth site, selected at the
centre of the box, transforms to befdike state with a magnetic moment &f 4.2 ug. Comparison
of the total energies between the configuration shown in top with Fe atomgyiaguVl1 sites and
that shown in bottom with Fe atoms occupying M2 site shows that it is energetaligrable for

Fe*t like ions to occupy M2 site compared to M1 site by an energy of about 250eeW¥@ For M2
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Figure 6.3 The spin-polarized density of states projected ahstates of the Fe atom sit-
ting at the M2 site(solid line) and that projected ontastates of the Fe atom sitting at M1
site(dashed line). The partial densities of states are calculated by prgjentma sphere of
radius 1.302 Afor both the Fe sites.
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sites, there are two possible ways in which it can be occupied by two Feisr at sites belonging
to same chain(shown in top of the middle panel), another at sites belongindet@difchains(shown
in bottom of the middle panel). We note that in the former situation, tife Fke ions are separated
from the vacant site by a distance=f3.26 while for the later they are separated by a distance of
3.62 . Comparison of total energies shows that the former is preferatda byergy of 20 meV per
Fe, indicating Fe atoms closest to vacancy transform 0 fike valence. Finally, in the right panel,
we consider the situation where three Fe atoms are present, two of theritiegHfie®t -like valence
and one exhibiting Fe -like valence. Total energy calculations carried out consideririg fike ion
placed at M1 site as opposed to M2 sites, shows the former to be more stasieebgrgy of 24 meV.
The above results put together indicates preference of-kie ions at M1, Fé*-like at M2 and at
the sites closest to vacant site which itself shows a preference of M1 $iile, tve M¢?™ ions have
negligible site preference (confirmed by separate calculations). Thergmee for F&'-like ions at

M1 and Fé*-like at M2 has been discussed previously.[10]

6.2.3 Calculation of barrier potential

In order to simulate diffusion, one last piece of vital information in addition toahes determined
till now is the numerical values of the barrier potential that the vacancy Has¢ovhile moving from
one site to the other. We considered a 50:50 olivine with 50% of Fe and 50%¢ @nd considered
the propagation of a single vacancy. The M sites are populated with Fe gmaiislaccording to their
preferences as determined in the previous section. A single vacanaysisleed at one of the central
M1 site within a two unit cell super-cell containing 8 f.u., as shown in Fig. 6% Fe atoms placed at
M2 sites, sitting next to vacancy are 3+ like while rest of the Fe atom within tharee2+ like. There
are several possible paths between all adjacent M sites in the olivineusérult is shown previously
that the migration of vacancy in olivine is fastest along [001] direction withliestabarrier height.
Following this idea we first considered the propagation of vacancy frdnsié to a neighbouring M1
site along [001] direction with initial and final configurations as shown in big. The barrier height

was computed employing nudged elastic band (NEB) method[7] using fiwretiffimages other than
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Figure 6.4 (Color online) Site preferences of #elike and Fé*-like ions in olivine in pres-
ence of a single vacancy in the 4 f.u. unit cell. The vacant site is indicatexht®mpty
circle, the Mg atoms by green (light grey), Felike atoms by white and Feé-like atoms by
red (dark grey) balls. Left panel: Configurations with ZFéike ions at M2 (top) and M1
(bottom) sites. Middle panel: Configurations with 2Fdike ions at M2 sites near (top) and
far (bottom) to vacant site. Bottom panel: Configurations with 2"Fike ions at M2 sites
and a Fé"-like ion at M1 (top) and M2 site (bottom) site. The energy difference batwee
bottom and top configurations are listed at the bottom of each panel.
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0 1/2 1

Figure 6.5 Barrier height of vacancy propagation along [001] direction in a 50:6Mfg
olivine, as obtained in a NEB calculation. The initial and final configuratemesshown in
left and hand insets, respectively. Various paths of vacancy pabipag(except A and B
which are perpendicular to the plane of the figure) are shown in the top inse

the initial and final image. The barrier height came out to be about 0.68 @hugwvery similar to that
obtained for pure Mg olivine.[5] This leads us to conclude that introduaifdfe although influences
the vacancy formation energy significantly, its influence on the barriehh&gninimal. The barrier
heights considering other paths, e.g, between two M1 sites along [106fidlir¢A), between two M2
sites along [100] direction (B), that between two M2 sites within [001] planmegration connecting
M1 and M2 sites (D and E) are found to be about 8, 12, 2, 3 and 6 timeg thayethe barrier height

for propagation connecting two M1 sites along [001] direction.

6.3 The 2D lattice gas model and the Monte-Carlo simulation.

Based on the results of our quantum chemical calculations, we introd&igtbdtice gas model which
we studied by means of Monte Carlo technique.[8] We model the site preteddrvarious metallic
ions in a 2D M-only lattice (cf right inset in Fig. 6.1) within a spin-like model. Wensidered a

pseudo-spin variablg§ = +1 (-1) for Fe(Mg).S = 0 denotes vacant site. The fact that Fe can have 2+
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or 3+ -like valence with two different site preferences, is taken carg @ftboducing another variable
&, which can take values +1 (-1) for Fe sites of valences 2+ -like (3+ -Bke) otherwise is +1. A
model Hamiltonian involving the above defined pseudo-spins can then bervaitt®llows:

H = J SSj+DZ(l—§)—hZS

i,jENN
—hs[_% fi(shfi)__% fi(S, &)l
iEM1 iEM2
where the summation in the forth term extends over M1 and M2 sublatticesefoeghof the terms the
summation extends over all the sites in the lattice. The fundtidakes values-a/ —afor (S, &) =
(+1,+1)/((+1,-1)bfor § = 0 and O for§ = -1. hsa andhgb therefore governs the strong site preference
exhibited Fe and vacancy, respectivelyis the chemical interaction between first nearest neighbors
(NN), h gives the difference of chemical potentials between Fe and Mg. The chlepuitential for
vacancy is given by the parametersin The unknown parameters in the model Hamiltoniln,
are obtained by mapping the DFT total energies for various differerfigeoations with different
arrangements of occupations of M1 and M2 sites by Fe, Mg and vacarteyHo Such an approach
has been proved to be successful in studying crossover partitiorobgepr in olivine.[11] We started
with some initial distribution of Fe and Mg atoms at sites on a 2D M-only lattice andestutie
evolution of vacancy propagation using Monte Carlo algorithm. During thet®&arlo move, the
vacancy propagation from one site to a neighboring site, is determined kgjt¢hgpecific vacancy
formation energy and the migration barrier, and comparing to the Boltzmatan.fatthe above sense,
this is different from standard Metropolis algorithm, for which only the gpetifference between

initial and final states matters.

6.4 Vizualization of vacancy track.

Using the 2D lattice gas model as presented in the previous section we nexsitmnulate the diffusion
of a single vacancy in the body of the olivine crystal. The results of swgmalation is highly inter-
esting. The vacancy, as is shown in the detailed quantum chemical calcsjatéorsforms valences of

neighboring Fe atoms to B&-like valences, which makes up for the charge depletion concomitant with
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Figure 6.6 (Color online) Snapshots of M-only lattice at two different MC step. Shown
are only positions of wrong Fe sites. The region around the vacanckeoharith a box,

is shown in the zoomed view with all M sites shown explicitly. The green and ldatik
denote positions of Mg and Fe like ions at wrong (M2) sites, respectively. The red (dark
grey) annular rings indicate Felike ions at M1 while the triangle and square indicate the
positions of Fé" like ions and vacancy, respectively. Left panels: For perfectly redie
starting configuration. Right panels: Partially ordered starting configura



122 Chapter 6 Vizualizing frozen point defect tracks in Fe containing olivines

the removal of a metallic ion. The Fe-like ions due to its strong site preference tend to occupy M2
sites, which otherwise isa&rongsite for Fe with its nominal valence of 2+. As the vacancy diffuses
away from the neighborhood, the¥elike sites transform back to Ee-like sites, since F& -like sites
also show preference to be close to vacant site. As a result, Fe atoms) ite\@-+-like valence, re-
main stranded in an unfavorable position, since there is no scope foriRg@teturn to its favorable
location, M1, which is not vacant anymore. The vacancy, therefoagekebehind a series of wrong
Fe sites (Fe atoms occupying M2 sites) as it propagates through the lattich,fatms a trace of its
propagation track. Visualization of such a track, requires distinction ofalbld M2 sites as well as
detection of chemical species at a given site. Understandably, visualizditibe track is most clean,
if one starts from a perfectly ordered case with all Fe (Mg) atoms occgpi(M?2) sites as shown in
left panels in Fig. 6.5, for a simulation on a 280200 lattice with 50% Fe occupancy. Starting with
partially ordered situation with wrong Fe sites to start with, makes the visualizaifibcult, though
wrong Fe sites produced by vacancy propagation would have a distiogtlike feature, while the
other wrong Fe sites would be randomly distributed. Such a scenario isishawght panels of Fig.
6.5, where the initial configuration was chosen such that it had 250 wrersites out of total 1000 Fe
sites. Increasing disorder makes the detection of vacancy track (I'9i§pan the randomly occupied
sites due to disorder (“noise”) difficult.

While we have used the example of olivine to illustrate our point in this Letter, a sigiileation
is expected to prevail in pyroxene. Since in pyroxene site disorder ah&évg occupancy is smaller
than olivine due to the larger energy differences,[10] we expect til@ienf vacancy tracks to be even

easier.

6.5 Summary and possible experimental verification

In summary, the present study shows: (a) the presence of vaceemtesIFe -like and Fé*-like
ions which have two different site preferences, witlFéke ions occupying sites closest to vacancy

(b) presence of Fe substantially enhances the preference of yafoain@tion at M1 site, and most
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importantly it proposes (c) creation of wrong sites as the trail of the vgcasdt passes by. The
creation of trail of wrong sites enables to track the vacancy path, thefédyng an alternative way

of visualizing point defects. Note, though the site preference problentivime has been studied

earlier,[10] those were either in absence of vacancy or carried outrefe system, therefore did not
had the interesting situation of mixed valency and creation of wrong sitestlas pmesent case.

We believe that tracks such as those shown in Fig.6.6 should be observai@eriment where
one needs to (a) distinguish between Fe and Mg, which have distinct electeogy loss spectroscopy
(EELS) obtained spectra,[12] and (b) determine whether Fe is at an NV2ite; a feat which is
achievable using present day high-resolution transmission electron nopso@HRTEM) techniques.
Though this is a challenging experiment, but forms an emerging field in expsaih&cience and
observation of such tracks have been already attempted in the contékeokgstems. For example,
the study[13] by Gacet. al on binary oxide, imaged the structure change during oxygen vacancy
migration in CeQ induced by electric field using HRTEM. Further, the EELS experiments vared
out to show the change of chemical valence of the Ce ions. The applicdSoctoapproach to olivine

will be certainly a worthwhile experiment to carry out.
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Chapter 7

Conclusion and scope for future study.

The main aim of this thesis was to study the structural, electronic and magngqtierixes of silicate
minerals, using first principles density functional theory and also to simulapegies involving longer
time-scales, such as the equilibration and diffusion properties using elblgkiate-Carlo technique.

The silicate mineral which we have mostly paid attention to is olivine. This is bedaimss a
comparatively simpler structure and hence easier to simulate. The othesinterbad in examining
this mineral was to give a theoretical explanation to the various disputes irgkeemental community
revolving around certain properties of this mineral. We have also studiecgaye to a lesser extent,
which happens to be a major constituent of the upper mantle of the earth altbngjivine.

A similarity between olivine and pyroxene is that, they both have two diffepetdhedral sites,
namely M1 and M2, which are partially occupies by cations. Although theagmsanay be of different
kinds, we have paid special attention to Fe containing Mg-olivine and Mgxeye. This is because Fe
being a transition metal ion, has very high electron-electron correlatiomaydappear in more than
one oxidation state. These properties may bring about drastic effectsaroferties of these minerals.
We would like to stress here that most of the theoretical results reportedtéibga dedicated to Fe-
free olivine. But we have consistently involved Fe in our calculation, eeaatural olivine contains
about 12.5 % of Fe and we believed and also proved that presencecahfeake a big difference in

the properties of the olivine mineral. Hence, to be able to compare theoretcéts and experimental
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findings, one should incorporate Fe into the system.

This thesis is divided into two parts. The first two projects (chapter 3 aapteh4) are dedicated
to defect-free silicate minerals. In the next two chapters (chapter 5 apdest6) we have studied the
effect of vacancy on Fe containing silicate minerals.

In the following we summarize the major findings of the present thesis.

(a) Site preference of Fe in olivine and pyroxene

In this project, we found the important role played by co-valency in deterigitia site preference
of Fe in olivine and pyroxene. As discussed in great details in chaptetl3and M2 are the two
sites which are the contenders for hosting Fe. The two main propertiessefdogahedra, that help in
deciding the site preference are, their size/volume and the correspaudiaigncy of Fe in these sites.
We find that in the case of pyroxene, both size and co-valency wortdt imanand to make Fe prefer
M2 site. This has also been observed experimentally and hence helpsrgbeory on firm footing.
When we extend this theory to the case of olivine, where site preferdrieeie somewhat disputed,
we find that size-wise Fe prefers M2 site, whereas the Fe-O co-vailetager at M1 site. Since the
size difference between M1 and M2 is not significant, co-valency widsg=anprefers to sit at M1 site
in the case of olivine.

(b)Temperature dependence of site preference of Fe in olivine

It has long been debated among experimental groups, whether the $&eepce of Fe changes
beyond a certain temperature. We have tried to resolve this issue using aatambof first princi-
ples density functional calculation and classical Monte-Carlo techniquehaVe proposed a model
Hamiltonian in this regard, the parameters of which were obtained from DIEtUlatdon. Our calcu-
lation finds that there is a strong preference of Fe for M1 site at verydnghvery low temperatures.
This is because the M1 and M2 octahedral volumes are similar at these taungei@nd hence co-
valency has a stronger effect. At intermediate temperatures, arouR€66t difference between M1
and M2 becomes significant, that gives a tough competition to co-valenayevéo, no-where in the
whole temperature range does the size difference between M1 and M2é&o large as to create a

"cross-over".
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(c) Structural, electronic and magnetic properties of vacancy baring Fe silicates

Charge disproportionation and ordering are the two phenomena thattfigeed physicists for a
long time. In this project, we have theoretically investigated using quantum nieahdansity func-
tional based tools, a mineral which is compositionally close to the laihunite stefoumd naturally, by
introducing appropriate number of vacancies at the cationic sites,&i®ge Our theoretically devel-
oped structure very well mimics the reported trends in structural chamgegroduction of vacancy,
hence showing that our theory is capable of reproducing results ingoleny complicated defect
structures of minerals. Incorporation of vacancy leads to some of theiEeriominal 2+ oxidation
state to change to nominak-3oxidation state, in order to maintain the overall charge neutrality of the
system. Our calculations find that these two different species of Fe pref@ifferent octahedral sites,
leading to charge ordering. We have further studied the underlying rtiagnéer.

(d) Visualizing frozen point defect tracks in Fe containing silicate mineals. Vacancy migration
tracks contain a wealth of information, but its dirdatsitu determination is a challenging task. Here,
we have developed a method for indirect determination of the imprints of ggcaigration track in
the case of Fe containing silicate minerals. With the introduction of vacancyptWwe?" sitting in
the neighborhood of the vacancy change valence to nominair8order to maintain over-all charge
neutrality. The crystal now has two different species of Fe, in nomigab8d 3+ oxidation states,
which were found to have two different site preferences; Feeferring M1 and F& preferring M2.
Our calculations found that vacancy3fesystem move together as a cluster in the crystal, i.e, as the
vacancy migrates, it converts two of the nearestRe 3+ state, which has a preference for M2 site.
Now as the vacancy diffuses away, thesé'Feow sitting in the M2 site, convert back to &ewhich
although prefers M1 site are stuck up in unfavorable M2 site. Hence tiheftthe vacancy diffusion

track appears in the form of Festuck at wrong M2 site.
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7.1 Scope for future work

This thesis presents initial results of our venture into the world of geo-sesemusing combined ab-
initio and classical simulation tools. We have addressed only a few interestihipms, which leaves
a lot of scope for future work. To mention a few :

In our project on temperature dependence of site preference of Hwimepwe have borrowed
the crystal structure data of olivine at different temperatures fronfdReet al. and Heinemanret
al.. The ideal situation would be the one where we had simulated our own sewattdifferent tem-
peratures. This could be done either classically or quantum mechanicatha dfassical simulation,
we require good force fields which should capture the very delicataemey Fe-O effect in addition
to other properties. Such a kind of force field does not exist in the literatund the development of
one such would be invaluable in the study of olivine mineral. A quantum meémdlapproach would
require performing Car-parinello molecular dynamics simulation, which altheagy expensive, may
be attempted. Since the site preference of Fe at each temperature hasdeshee on the crystal struc-
ture, it would be nice if we can generate our own crystal structure makegalculations completely
independent of experiments which will also enable us to comment on the thanarogt and elastic
properties of the olivine crystal.

As an extension to the vacancy diffusion problem, the diffusion of Li caimibsestigated, which
is a tracer element, in olivine. The similarity between vacancy and Li is that,biyare deficit of
charge, vacancy by2 and Li by+1, when they sit in the cationic sites meant for divalent cations like
Mg?t and Fé*. As a result they change the valence of Fe atoms in their neighborhood ttamain
the overall charge neutrality. Li being small in size is attributed with the ptgpleat it may migrate
through both interstitial sites and cationic sites.

In the whole thesis we have paid our attention to olivine crystal structure iondddition to py-
roxene. These two minerals as stated earlier are the major constituents pp#renantle of the earth.
As we go deeper down, because of the increase of pressure, theiattinese minerals re-arrange

themselves to give rise to denser packing. It would be worthwhile to studgftibet of pressure and
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hence the elastic properties of these mineral structures.

Mineral named wadsleyite is reported to hold a lot of water, and may co-wkista hydrous
melt at transition zone pressure-temperature conditions. This minerakid fouhe lower mantle and
is a high-pressure polymorph of olivine. Compared to olivine, this silicate nalitas three kinds of
octahedral units named M1, M2 and M3 and the Si&rahedral units appear in pairs. The microscopic

origin of its large water retention capacity, would be interesting to study.



